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About This Guide

Discovering JMP provides a general introduction to the JMP software. This guide assumes that you have 
no knowledge of JMP. Whether you are an analyst, researcher, student, professor, or statistician, this 
guide gives you a general overview of JMP’s user interface and features.

This guide introduces you to the following information:

• Starting JMP

• The structure of a JMP window

• Getting data into JMP

• Preparing and manipulating data

• Using interactive graphs to learn from your data

• Performing simple analyses to augment graphs

• Customizing JMP and special features

This guide contains six chapters. Each chapter contains examples that reinforce the concepts presented 
in the chapter. All of the statistical concepts are at an introductory level. The sample data used in this 
book are included with the software. Here is a description of each chapter:

• Chapter 1, Introducing JMP, provides an overview of the JMP application. You learn how content 
is organized and how to navigate the software.

• Chapter 2, Preparing Data, describes how to import data from a variety of sources, and prepare it for 
analysis. There is also an overview of data manipulation tools.

• Chapter 3, Visualizing Your Data, describes graphs and charts you can use to visualize and 
understand your data. The examples range from simple analyses involving a single variable, to 
multi-variable graphs that enable you to see relationships between many variables.

• Chapter 4, Analyzing Your Data, describes many commonly used analysis techniques. These range 
from simple techniques that do not require the use of statistical methods, to advanced techniques, 
where knowledge of statistics is useful.

• Chapter 5, Customizing JMP, describes using journals and projects, settings preferences, and 
includes a section on the JMP Scripting Language (JSL).

• Chapter 6, Special Features, describes how to automatically update graphs and analyses as data 
changes, and how JMP interacts with SAS.

After reviewing this guide, you will be comfortable navigating and working with your data in JMP.

While JMP is available in both Windows and Mac operating systems, the material in this guide is based 
on a Windows operating system.





Chapter 1
Introducing JMP

Basic Concepts

Welcome to JMP, pronounced “jump.”

JMP software is a powerful, interactive, data visualization and statistical analysis tool. You can use the 
understanding you gain from the visualization tools to guide your analytics and statistical analyses.

JMP is equally useful to the researcher who wants to perform a wide range of statistical analyses and 
modeling, and the business analyst who wants to quickly uncover trends and patterns in data. With 
JMP, you do not have to be an expert in statistics to get information from your data.

For example, you can use JMP to:

• Create interactive graphs and charts to explore your data and discover relationships

• Discover patterns of variation across many variables at once

• Explore and summarize large amounts of data

• Develop powerful statistical models you can use to predict the future

Figure 1.1 Examples of JMP Elements
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How Do I Get Started?
This section discusses how to start a JMP session and familiarizes you with the user interface.

Starting JMP
Here are two common ways to start JMP:

• Double-click the JMP icon, usually found on your desktop. This starts JMP, but does not open any 
existing JMP files.

• Double-click an existing JMP file. This starts JMP and opens the file.

If you do not open an existing JMP file, your initial view is shown in Figure 1.2.

Figure 1.2 Initial View of JMP

The initial view of JMP includes the Tip of the Day window and the JMP Starter window. At the top of 
the main JMP window is a menu bar and a toolbar. You can access most JMP features through both the 
menus and toolbars. By default, windows in JMP are not maximized. This enables you to see the 
interaction between the windows.

For the initial view, the active window (top-most window) is the Tip of the Day window. Close that 
window by clicking the close button at the top right of the window. The JMP Starter is now the active 
window, and is shown in Figure 1.3.

Menu bar and toolbar

JMP 
Starter 
window

Tip of 
the Day 
window
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Figure 1.3 JMP Starter

The JMP Starter is another way to access most of JMP’s platforms and features. On the left is a list of 
categories. On the right are the features and commands related to that category. See the Appendix for a 
description of most of these features.

Creating a New Data Table
To create a new data table, perform one of the following actions (see Figure 1.4).

• Select File > New > Data Table.

• On the toolbar, click the Data Table icon.

• In the JMP Starter window, click the File category on the left, and then click the New Data Table 
button on the right.
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Figure 1.4 Three Ways to Create a New Data Table

Notice that the icon on the menu item matches the icon on the toolbar item. This is true for all menu 
and toolbar items that perform corresponding actions.

Once you have created a data table, you can add your data. See “Moving Data into JMP,” p. 19.

Understanding JMP Data Tables
A JMP data table is a collection of data organized into rows and columns. It is similar to an Excel 
spreadsheet, but with some important differences that are discussed later. A JMP data table also might 
also contain other information like notes, variables, and scripts. These supplementary items are 
discussed in later chapters.

You can open an example JMP data table and see the parts. Follow the steps below to open the Big 
Class.jmp data table.

1 From the Help menu, select Sample Data.
2 In the Teaching Demonstrations category, open the Examples for Teaching node by selecting the 

blue triangle next to it. 
3 Click the Big Class link to open the Big Class.jmp data table. A partial view of the data table is 

shown in Figure 1.5.

Create a new data table 
using the menu bar

Create a new data table 
using the toolbar

Create a new data table 
using the JMP Starter
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Figure 1.5 Big Class.jmp Data Table

The major parts of a JMP data table are:

Data grid The data grid, or spreadsheet, contains the actual data. It is divided by rows and 
columns. Generally, each row of a spreadsheet is a data point, and the different columns (or 
variables) give information about the data point. In Figure 1.5, each row corresponds to a person, 
and there are five columns of information. The information given about the person includes 
name, age, sex, height, and weight. Each column has a header, or name. That name is not part of 
the spreadsheet’s total count of rows. In this example, the column names are name, age, sex, 
height, and weight.

Table panel The table panel can contain table variables or table scripts. In this example, there are 
several saved scripts that are used to automatically recreate analyses. Table variables and table 
scripts are discussed in a later chapter.

Columns panel The columns panel indicates the number of columns and lists the columns. In 
this example there are five columns. Icons to the left of the column name indicate a column’s 
modeling type. Icons to the right indicate any attributes assigned to the column. These icons are 
discussed in a later chapter.

Rows panel The rows panel indicates the number of rows in the data table, and how many rows 
are selected, excluded, hidden, or labeled. In this example there are 40 rows in the data table.

Interacting with the data grid, which includes adding rows and columns, entering data, and editing 
data, is discussed in the next chapter. When more than one JMP data table is viewed at the same time, 
each one appears in a separate window.

Data grid has rows and 
columns for data

Table 
panel

Columns 
panel

Rows 
panel

Column names
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Using Platforms
Once data is in a data table, you can create any of JMP’s graphs or plots, and do many analyses. All of 
JMP’s features are accessed through platforms, which are found primarily on the Analyze or Graph 
menus. They are called platforms because they do not just produce simple static output. Platform 
results appear in separate report windows, are highly interactive, and are linked to the data table.

The platforms under the Analyze and Graph menus provide a variety of analytical features and data 
exploration tools (graphs and plots). Each platform is described in the Appendix.

Launching a Platform and Viewing Results

To see an example of using a JMP platform, you can use the Companies.jmp file. If you want to do a 
basic analysis of the variable Profits ($M), use the Distribution platform under the Analyze menu. To 
do the analysis, follow the steps below:

1 Open the launch window by selecting Analyze > Distribution.
2 Assign the Profits ($M) variable to the Y, Columns role. To do this, select Profits ($M) from the 

Select Columns box and click the Y, Columns button. The variable Profits ($M) appears in the Y, 
Columns role. See Figure 1.6 for the completed window. Alternatively, you can click and drag 
Profits ($M) from the Select Columns box to the Y, Columns box.

3 Click OK. The Distribution report window appears. See Figure 1.7.

Figure 1.6 Assign Profits ($M)
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Figure 1.7 Initial Distribution Report Window

The report window contains basic plots or graphs and a preliminary analysis. The results appear in an 
outline format, and you can show or hide any section by clicking on the disclosure button. Red triangle 
menus contain options and commands that let you request additional graphs and analysis at any time.

Adding and Removing Analyses and Graphics

The report window initially contains basic graphs and statistics. Use the red triangle menus to:

• Remove existing graphs or statistics

• Request additional graphs or statistics

As an example of removing existing content, follow the steps below to remove the outlier box plot:

1 Select the red triangle menu next to Profits ($M). See Figure 1.8.
2 Uncheck the Outlier Box Plot option. The outlier box plot is removed from the report window. See 

Figure 1.9.

Disclosure 
button

Red triangle 
menu
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Figure 1.8 Red Triangle Menu Next to Profits ($M)

Figure 1.9 Removing the Outlier Box Plot

As an example of requesting additional output, follow the steps below to add a hypothesis test:

1 Select the Test Mean command on the same red triangle menu.
2 Fill out the resulting window by typing 500 in the Specify Hypothesized Mean box.
3 Click OK. The test for the mean is added to the report. See Figure 1.10.

Figure 1.10 Test for the Mean

Interacting with Platform Results

All platforms produce results that are interactive in many ways. Two of the common ways you can 
interact with platform results include the following:

• Closing or opening outlines

• Connecting platform results to the data table

Click here to access 
popup menu options 
and commands

Uncheck 
here...

...to remove 
the Outlier 
Box Plot
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You can close or open sections (or outlines) of the platform results. For example, to close the Quantiles 
outline, click the disclosure button next to Quantiles. See Figure 1.11.

Figure 1.11 Close the Quantiles Outline

Platform results are interconnected with the data table. The histogram shows that there are a few 
students that are shorter than the rest. You can quickly identify those students by clicking the histogram 
bar for the shorter students. The corresponding rows in the data table are selected. See Figure 1.12.

Figure 1.12 Connection Between Platform Results and Data Table

How is JMP Different from Excel?
If you are not familiar with JMP, and are familiar with Microsoft Excel or other spreadsheet 
applications, there are a number of differences that you should understand. For details of those 
differences, see Figure 1.13 to Figure 1.16.

Another difference not shown in the figures is that Excel formulas are applied to individual cells. In 
JMP, formulas are applied only to entire columns.

Clicking here collapses the Quantiles outline

Clicking the bar selects the corresponding rows
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Figure 1.13 Columns and Data in Excel (left) and JMP (right)

Figure 1.14 JMP Multiple Tables

Figure 1.15 Data Placement in Grid

Column names 
are part of grid.

Column names are 
not part of grid.

Numbered rows and 
labeled columns 
extend past data.

No rows and 
columns beyond 
existing data. Grid 
only as big as the 
data.

Numeric and 
character data 
reside in the same 
column.

Cannot mix 
numeric and 
character data in 
the same column.

Tables are in different worksheets. Tables are in different windows.

Data can be placed anywhere in 
grid. For this example, the data 
starts in row 5 and column 2.

Data always starts in row 1 
and column 1.
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Figure 1.16 Results in Excel versus JMP

How Do I Access Help?
As you start using JMP, a variety of resources are available to supplement your learning. You have access 
to JMP’s built-in Help menu and various online resources.

Help Menu
From the Help menu on JMP’s menu bar, you can access the online documentation, online Help, web 
information, sample data, and more. See Figure 1.17.

Results appear in the grid. Results appear in a separate window.
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Figure 1.17 Help Menu

Contents, Search, and Index These three menu items access the JMP Help system. The Help 
system provides navigable and searchable documentation.

Tip of the Day The Tip of the Day is a collection of helpful tips and hints that enhance your 
experience with JMP.

Indexes The Indexes contain references that give definitions of JMP statistical terms, JSL 
functions, and JSL objects. For an introduction to JSL scripting, see the Customizing and 
Extending chapter.

Tutorials Tutorials are self-contained mini lessons that demonstrate how to use some of JMP’s 
statistical and graphical features. 

Books This menu contains links to the full documentation book set, a description of all the JMP 
menus, and a quick reference describing keyboard shortcuts.

Sample Data This provides access to all the sample data used in the documentation. The sample 
data helps with learning JMP.

JMP.com JMP.com takes you to the JMP Web site. For more information about JMP’s Web site 
and other resources, see “JMP Web Site,” p. 15.

JMP User Community JMP User Community takes you to the online user forum where you can 
download JMP files, access the JMP Blog, and discuss JMP topics with other users.

JMP Web Site
JMP’s Web site (www.jmp.com) contains a wealth of information and provides links to the JMP Blog, 
JMP Discussion Forum, JMP User Community, the latest news and events, and file sharing. You can 
register for free weekly webinars, and access podcasts and other JMP literature. The Web site also 

Tip: If you are not familiar with JMP, start with the Beginners Tutorial. Every new 
JMP user should take this five-minute tutorial on the user-interface basics of JMP.

file://localhost/Users/mistep/Documents/Microsoft%20User%20Data/Saved%20Attachments/www.jmp.com
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contains videos that demonstrate the newest JMP features. You can also learn about joining one of the 
many regional JMP User’s Groups.



Chapter 2
Preparing Data

Prerequisites for Graphing and Analyzing Data

Before you can work with your data, the data has to be in a JMP data table and in the proper format. 
This chapter contains the following content:

• “Moving Data into JMP,” p. 19

• “Opening Existing JMP Data Tables,” p. 25

• “Accessing the Sample Data Tables,” p. 25

• “Interacting with Data,” p. 25

Figure 2.1 Example of a Data Table
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Moving Data into JMP
This section describes three ways you can move data into JMP:

• If you want to type data directly into the data table, see “Typing Data,” p. 19.

• If you want to copy and paste data from another application, see “Copying and Pasting Data,” p. 23.

• If you want to import data from another application, see “Importing Data,” p. 23.

You can also import data into JMP from a database. For more information, see the JMP User Guide.

Typing Data
To demonstrate directly typing data into a JMP data table, enter the data shown in Figure 2.2.

Figure 2.2 Blood Pressure Data

Scenario

The data are the results from a study that investigated a new blood pressure medication. Each 
individual’s blood pressure was measured over a six month period. Two doses (300mg and 450mg) of 
the medication were used, along with a control and placebo group. The data is the average blood 
pressure for each group.

Creating a Data Table

To create the data table shown in Figure 2.2, follow the steps below:

1 Create an empty data table by selecting File > New > Data Table. See Figure 2.3.
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Figure 2.3 Empty Data Table

A new data table has one column and no rows.

2 Enter the column name Month. See Figure 2.4.

Figure 2.4 Entering a Column Name

Note: If you double-click too quickly, the Column Info window appears. You can change the column 
name there as well.

3 Add rows to the table by following these instructions. See Figure 2.5.

– Right-click in the left margin of the grid.

– Select Add Rows.

– Since you want to add six rows, type 6 into the Add Rows window and click OK.

Figure 2.5 Adding Rows

Click once to select Click again, then type
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Figure 2.6 shows six rows added to the data table.

Figure 2.6 Six Rows Added

4 Enter the Month information by double-clicking into a cell and typing. The completed column is 
shown in Figure 2.7.

Figure 2.7 Month Column Completed

In the column information panel, look at the modeling type icon to the left of the column name. It has 
changed to signify that Month is now nominal (previously it was continuous). See Figure 2.6. This 
difference is important and is discussed in “Viewing or Changing Column Information,” p. 33.

5 Add the Control column. See Figure 2.8 for instructions on adding a new column.

Figure 2.8 Adding a Column

6 Enter the Control data that is shown in Figure 2.2. Your data table now consists of six rows and two 
columns, as shown in Figure 2.9.

Columns panel

Modeling type icon

Double-click in this space 
to add a column, and then 
type the column name.
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Figure 2.9 Second Column Added

7 Continue adding columns and entering data to create the final data table that has six rows and five 
columns, as shown in Figure 2.10.

Figure 2.10 Final Data Table

Changing the Data Table Name

You can change the name of the data table by following the steps below:

1 Double-click on the data table name in the Table Panel. See Figure 2.11.
2 Type the new name.

Figure 2.11 Changing the Data Table Name

2 columns

6 rows

Double-click here, then type new name
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Copying and Pasting Data
You can move data into JMP by copying and pasting from another application. To demonstrate this 
approach, use the Bigclass.xls file.

1 Open the Bigclass.xls file, usually found here:
C:\Program Files\SAS\JMP\8\Support Files English\Sample Import Data

2 Select all of the rows and columns, including the column names. In total, you should select 41 rows 
and five columns.

3 Copy the selected data.
4 In JMP select File > New > Data Table to create an empty table.
5 Select Edit > Paste with Column Names to paste the data and column headings. Or, if the data you 

are pasting into JMP does not have column names, then use Edit > Paste. A partial view of the 
resulting table is shown in Figure 2.12.

Figure 2.12 Copying and Pasting Data

Importing Data
You can move data into JMP by importing from another application. To demonstrate importing data 
into JMP, import from a Microsoft Excel (.xls) file.

1 Select File > Open.
2 Navigate to the Sample Import Data folder, usually found here:

C:\Program Files\SAS\JMP\8\Support Files English

3 On the “Files of Type” menu, select Excel 97-2003 (*.xls). See Figure 2.13.
4 Select Bigclass.xls.

5 Click Open.

Figure 2.14 shows a partial view of the resulting data table.
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Figure 2.13 Importing an Excel File

Figure 2.14 Bigclass Data Table

The Open Data File window (see Figure 2.13) has two additional options:

• You can control whether JMP assumes that column headings are on row one in the Excel file.

• If your Excel file has multiple worksheets, you can choose which worksheets to import. Each 
worksheet is imported to a separate data table.

Control whether 
column labels are on 
row one

Choose which worksheets 
to import instead of all 
the worksheets
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When you import Excel files, JMP predicts where the column headings are and where the data begins. 
If the column names are not on row one, or if the data does not start on row two, it might be easier to 
use the copy and paste method described in the section called “Opening Existing JMP Data Tables,” 
p. 25.

Opening Existing JMP Data Tables
To open an existing JMP data table, simply double-click on the file icon. If JMP is not already running, 
this starts JMP and opens the data table.

You can open an existing JMP file from inside JMP. Select File > Open, navigate to the file’s location, 
select the file, and click Open.

Accessing the Sample Data Tables
The examples in the JMP documentation use sample data tables. The default location on Windows for 
the sample data is here:

C:\Program Files\SAS\JMP\8\Support Files English\Sample Data

To quickly access the sample data tables, select Help > Sample Data. The Sample Data Index appears. 
The Sample Data Index groups the data tables by topic. Click a blue triangle to see a list of data tables 
for that topic. Now click on a link to open a data table.

The Sample Data Index has two buttons:

Open the Sample Data Directory Clicking this button takes you to the sample data directory.

See an Alphabetical List of all Sample Data Files Clicking this button shows an alphabetical 
list of all the data tables. Click a link to open a data table.

Interacting with Data
This section shows the following:

• “Editing Data,” p. 26

• “Selecting and Deselecting Data,” p. 30

• “Creating Patterned Data,” p. 32

• “Viewing or Changing Column Information,” p. 33

• “Manipulating Data,” p. 34

• “Calculating Values Using Formulas,” p. 46
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Editing Data
You often need to edit or change data, either a few cells at a time or for an entire column. This section 
contains the following information:

• “Changing Values,” p. 26

• “Recoding Values,” p. 26

• “Searching for Values,” p. 27

The exercises in this section use the Companies.jmp data.

Changing Values

To change a value, double-click in the target cell, and then type the change.

Note: Double-clicking in a cell is not the same as selecting a cell. Double-clicking lets you edit a cell. A 
single click selects a cell. For more information about selecting rows, columns, and cells, see “Selecting 
and Deselecting Data,” p. 30.

As an example of changing a value, the first row of the Companies.jmp data table contains information 
about a small computer company. See Figure 2.15.

Figure 2.15 Companies Data Table

This company’s information is incorrect. Correct the information by changing these values:

• Change the Sales ($M) value to $860.

• Change the # Employ value to 7400.

• Change the Assets value to 623.

Recoding Values

You can use recoding to change all the values in a column at once. To demonstrate how to recode 
values, suppose you are interested in comparing the sales of computer and pharmaceutical companies. 
When the results of your analysis are displayed, you want the company labels to be Comp and Pharm, 
not Computer and Pharmaceutical. One option is to go through all 32 rows of data and change all the 
“Computer” values to Comp and all the “Pharmaceutical” values to Pharm. That process would be 
tedious and inefficient with hundreds of rows of data. A better option is to use the recode capability:

1 Select the Type column by clicking once on the column heading.
2 Select Cols > Recode.
3 In the Recode window, enter the desired values in the New Values boxes. For this example, enter 

Comp in the Computer row, and Pharm in the Pharmaceutical row. See Figure 2.16.
4 Choose the In Place option from the menu. See the JMP User Guide for explanations of the menu 

options.
5 Click OK.
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6 Click Continue on the alert window. The values update. See Figure 2.17.

Figure 2.16 Recode Window

Figure 2.17 Recoded Values

Tip: The Value Label column property lets you specify labels to use on output without changing the 
underlying value. See the JMP User Guide for more details.

Searching for Values

In a data table that has thousands or tens of thousands of rows, it can be difficult to locate a particular 
row just by scrolling through the table. If you are looking for specific information, you can use the 
search feature to find it. If it finds data that matches the search criteria, it automatically navigates to the 
first matching row. For example, the Companies data table contains information about a company that 
has sales of $11899. You can use the search feature to find that row.

1 Select Edit > Search > Find to launch the Search window.
2 In the Find what box, enter 11899 as shown in Figure 2.18.
3 Click Find. JMP finds the first cell that has 11899 in it, and highlights it. See Figure 2.19.

If multiple cells meet the search criteria, you can click Find again to highlight the next cell that meets 
the criteria.

Enter new values here

Values update
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Figure 2.18 Search Window

Figure 2.19 Highlighted Search Results

You can also search for multiple rows at once, with each row matching some criteria. For example, 
suppose you want to select all of the rows that correspond to medium companies. To do this, follow the 
steps below:

1 Select Rows > Row Selection > Select Where to launch the Select rows window.
2 In the column list box on the left, select Size Co.
3 In the text box on the right, enter medium. See Figure 2.20.
4 Click OK.
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Figure 2.20 Select Rows Window

JMP highlights all of the rows that have Size Co equal to medium. There are seven. See Figure 2.21.

Figure 2.21 Search Results Selected

Select your target 
column here

Enter your search 
criteria here
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Selecting and Deselecting Data
You might need to select rows, columns, or cells within a data table. For example, to create a subset 
table, the corresponding parts of the table must first be selected. Also, selecting rows is helpful in 
making data points stand out on a graph.

Rows

Table 2.1 describes how to select and deselect rows.

Figure 2.22 Select a Row

Figure 2.23 Deselecting Rows

Table 2.1 Selecting and Deselecting Rows

Task Action

Select rows one at a time Click on the row number (see Figure 2.22)

Select multiple adjacent rows Click and drag on the row numbers
or
Select the beginning row, then hold down 
the Shift key and click the last row 
number

Select multiple non-adjacent rows Select the first row, then hold down the 
Ctrl key and click the other row numbers

Deselect rows one at a time Hold down the Ctrl key and click the row 
numbers

Deselect all rows Click in the lower-triangular space in the 
top left corner of the table (see 
Figure 2.23)

Click here 
to select 
row 2

To deselect all rows 
at once, click here
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Columns

Table 2.2 describes how to select and deselect columns.

Figure 2.24 Selecting a Column

Figure 2.25 Deselect Columns

Table 2.2 Selecting and Deselecting Columns

Task Action

Select columns one at a time Click the column heading. See Figure 2.24.

Select multiple adjacent columns Click and drag across the column headings
or
Select the beginning column, then hold 
down the Shift key and click the last header

Select multiple non-adjacent columns Select the first column, then hold down the 
Ctrl key and click the other column 
headings

Deselect columns one at a time Hold down the Ctrl key and click the 
column heading

Deselect all columns Click in the upper-triangular space in the 
top left corner of the table. See Figure 2.25.

Click here to select Size Co

To deselect all columns 
at once, click here
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Cells

Table 2.3 describes how to select and deselect cells.

Creating Patterned Data
You can populate a column with patterned data using the Fill features. The Fill feature is especially 
useful if your data table is large, and typing in the values for each row would be cumbersome.

For example, if you want to fill a column with the pattern 1,2,3,1,2,3,.... follow the steps below:

1 Typing one instance of the pattern in the top rows, as shown in Figure 2.26.

Figure 2.26 One Instance of the Pattern

2 Select the three cells, and right-click anywhere in the selected cells. See Figure 2.27.

Figure 2.27 Fill Submenu

Table 2.3 Selecting and Deselecting Cells

Task Action

Select cells one at a time Click in the cell

Select multiple adjacent cells Click and drag across the cells
or
Select the beginning cell, then hold down 
the Shift key and click the last cell

Select multiple non-adjacent cells Select the first cell, then hold down the 
Ctrl key and click the other cells

Deselect all cells Click in the upper and lower triangular 
spaces in the top left corner of the table
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3 Select Repeat sequence to end of table. This command repeats the pattern to the end of the 
table.

If, instead of repeating a pattern (1,2,3,1,2,3,...), you want to continue a pattern (1,2,3,4,5,6,...), select 
Continue sequence to end of table. This command can also be used to generate patterns like 
1,1,1,2,2,2,3,3,3,....

The Fill options can recognize simple arithmetic and geometric sequences. For character data, the Fill 
features are able to repeat the values only.

Viewing or Changing Column Information
Information about a column is not limited to the data in the column. Other information, such as data 
type, modeling type, format, and formulas are also important to understand. For example, JMP 
performs different analyses depending on the modeling type you assign to a column.

To view or change column characteristics, double-click on the column heading. You can also right-click 
on the column heading and select Column Info.... The Column Info window appears. See Figure 2.28.

Figure 2.28 Column Info Window

The Column Info window contains these features:

Column Name You can enter or change the column name by clicking in this box. The text in the 
box reflects what appears in the column heading. No two columns can have the same column 
name.

Data Type Click here to choose the data type. The options are:

Numeric specifies the column values as numbers.

Character specifies the column values as non-numeric, such as letters or symbols.

Row State specifies the column values as row states. See the JMP User Guide for more details.

Modeling Type Click here to choose the modeling type. This tells JMP how to treat the values in 
an analysis. The options are:

Continuous means that the values are numeric only.

Ordinal means that the values are either numeric or character, and are ordered categories.

Nominal means that the values are either numeric or character, but not ordered.
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Format Click here to specify the format of numeric values (this option is not available for 
character data). Here are some of the common formats:

Best lets JMP choose the best display format.

Fixed Dec lets you specify the number of displayed decimal places.

Date lets you choose the display and input syntax for dates.

Time is used to choose the display syntax for time values. You can also choose the input syntax.

Currency lets you choose the display syntax for currency values.

Column Properties You can set special column properties such as formulas, notes, and value 
orders (for details see the JMP User Guide).

Lock Lets you lock the column, so the values in the column cannot be changed.

Manipulating Data
You can use the commands on the Tables menu to summarize and manipulate data. This section 
discusses five of the commands:

• Summary

• Tabulate

• Subset

• Join

• Sort

For complete details about these and the other Tables menu commands, see the JMP User Guide.

Requesting Summary Statistics

You can create summary tables by using either the Summary or Tabulate menu items on the Tables 
menu.

Summary

A table summary provides statistics for each level of a grouping variable. As an example, you can look at 
financial data for computer and pharmaceutical companies. Suppose you want to calculate the mean of 
sales and the mean of profits, for each combination of company type and size.

1 Open the Companies.jmp sample data table.
2 Select Tables > Summary.
3 Assign Type to the Group role by performing one of the following actions:

– Select Type in the Select Columns box, and click Group.

– Click and drag Type to the Group box.

4 Assign Size Co to the Group role using the same process.
5 Include the mean of Sales ($M) and the mean of Profits ($M) in the Statistics box:

– Select Sales ($M) in the Select Columns box and click Statistics > Mean.
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– Select Profits ($M) in the Select Columns box and click Statistics > Mean. The completed 
Summary window is shown in Figure 2.29.

6 Click OK.

Figure 2.29 Summary Window

JMP calculates the mean of Sales ($M) and the mean of Profit ($M) for each combination of Type and 
Size Co. The resulting summary table is shown in Figure 2.30.

Figure 2.30 Summary Table

The summary table contains the following:

• There are columns for each grouping variable (in this example Type and Size Co).
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• The N Rows column shows the number of rows from the original table corresponding to that 
combination of grouping variables. For example, the original data table contains 14 rows 
corresponding to small computer companies.

• There is a column for each summary statistic requested. In this example, there is a column for the 
mean of Sales ($M) and one for the mean of Profits ($M).

The summary table is linked to the source table. Click on a row in the summary table to select the 
corresponding rows in the source table.

Tabulate

Using the Tabulate menu, you can drag columns into a workspace, creating summary statistics for each 
combination of grouping variables. As an example, you can look at financial data for computer and 
pharmaceutical companies. Suppose you want to calculate the mean of sales and the mean of profits, 
for each combination of company type and size.

1 Open the Companies.jmp sample data table.
2 Select Tables > Tabulate. Figure 2.31 shows the workspace.

Figure 2.31 Tabulate Workspace

3 Select both Type and Size Co.
4 Drag them to the Drop zone for rows. See Figure 2.32. Select Add Grouping Columns.

The tabulation gives the number of rows per group. See Figure 2.33.
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Figure 2.32 Assign columns to Row Zone

Figure 2.33 Initial Tabulation

5 Select both Sales ($M) and Profits ($M).
6 Drag them over the N in the table. See Figure 2.34. Select Add Analysis Columns.

Figure 2.34 Adding Sales and Profit

The tabulation gives the sum of Sales ($M) and the sum of Profits ($M) per group. See Figure 2.35. 
The final step is to change the sums to means.
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Figure 2.35 Tabulation of Sums

7 Right-click on Sum and select Statistics > Mean. The sums are replaced by the means for each 
group. See Figure 2.36.

Figure 2.36 Final Tabulation

The means are the same as those obtained using Tables > Summary. See Figure 2.30.

Creating Subsets

You can create a subset of data by extracting portions of a data table into a new table. This can be 
helpful if you have a large data table, and are interested in examining rows that are scattered randomly 
throughout the table. It is easier to examine all those rows together in one place and in a smaller table.

Creating a subset is a two-step process. You select the target data, and then extract the data into a new 
table.

As an example, you can look at financial data for big, medium, and small companies. Suppose you are 
interested in creating a data table that has only the medium companies. In other words, you want to 
create a subset of the main table, consisting only of those rows for which Size Co is medium. Also, you 
want only the Sales ($M), Profits ($M), and Type columns in the subset table.

To create the subset, follow these steps:

1 Open the Companies.jmp sample data table.
2 Select the rows that correspond to males:

– Select Rows > Row Selection > Select Where.

– Select Size Co in the column list box on the left.

– Enter medium in the text enter box.

– Click OK.

3 Select the Type, Sales ($M), and Profits ($M) columns.
4 Extract the selected cells into a new table:

– Select Tables > Subset to launch the Subset window. See Figure 2.37.
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– Click OK.

The resulting data table has 7 rows and 3 columns. See Figure 2.38. For complete details about the 
Subset window, see the JMP User Guide.

Figure 2.37 Subset Window

Figure 2.38 Resulting Subset Table

Another way to create simple subsets uses the connection between platform results and data tables. For 
example, to create a subset of the Computer companies using Companies.jmp, first use the 
Distribution platform to create a histogram of the column Type. Then double-click on the histogram 
bar corresponding to Computer, and a subset table of the Computer companies is created.
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Figure 2.39 Double-Click on Bar to Create Subset Table

Caution: This method creates a linked subset table. This means if you make any changes to the data in 
the subset table, the corresponding value changes in the source table.

Joining Data Tables

You can combine information from multiple data tables into a single data table. For example, suppose 
you have a data table that contains students’ names, ages, and sexes. In another table, you have the 
students’ names, heights, and weights. To perform an analysis involving age and height, you need to 
have the data in the same table. Also, the students are not listed in the same order in both tables, 
making a simple copy and paste impossible.

The sample data tables for this example are called Students1.jmp and Students2.jmp. See Figure 2.40. 
The columns of interest are age and height, but they are in different tables. Both tables have the 
column name, and that column can be used to join the tables into one.

Figure 2.40 Tables to be Joined

Double-click on the 
Computer bar to 
create the subset table
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To join the tables, follow these steps:

1 Open the Students1.jmp and Students2.jmp data tables.
2 Click on Students1.jmp making it the active table.
3 Select Tables > Join.
4 In the Join...With box select Students2.

5 In the Matching Specification panel, select By Matching Columns if it is not already selected.
6 In the Source Columns boxes, select name in both boxes, and then click Match.
7 Both tables have duplicate rows, and you do not want to include those, so check Drop Multiples for 

both Main Table and With Table. Figure 2.41 shows the completed window.
8 Click OK.

Figure 2.41 Completed Join Window

Figure 2.42 shows the new joined table.
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Figure 2.42 Joined Table

No two columns in a data table can have the same header. Because both original tables contain a 
column called name, JMP renames those columns in the final table. For example, the column name 
from the Students1 table becomes name of Students1, and the same for Students2. You can delete one 
of the name columns, and change the title of the other one back to name.

Tip: The Select columns for joined table option on the Join window lets you choose which columns 
appear in the final table, negating the need for JMP to change the names. See the JMP User Guide for 
details.

Sorting Tables

You can sort a data table by one or more columns in the data table. As an example, you can look at 
financial data for computer and pharmaceutical companies. Suppose you want to sort the data table by 
Type, then by Profits ($M). Additionally, you want Profits ($M) to be descending within each Type.

To sort the table, do the following:

1 Open the Companies.jmp sample data table.
2 Select Tables > Sort.
3 To assign Type as a sorting variable, select Type and click By.
4 Assign Profits ($M) as a sorting variable by the same process.

At this point, both variables are set to be sorted in ascending order. See the ascending icon next to the 
variables in Figure 2.43.
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Figure 2.43 Sort Ascending Icons

5 To change Profits ($M) to sort in descending order, select Profits ($M) and click the descending 
button. See Figure 2.44. The icon next to Profits ($M) changes to descending.

Figure 2.44 Change Profits to Descending

6 Check the Replace Table check box. When checked, this option tells JMP to sort the original data 
table instead of creating a new table with the sorted values. This option is not available if there are 
any open report windows created from the original data table. The completed sort window is shown 
in Figure 2.45.

7 Click OK. Figure 2.46 shows a portion of the sorted table.

Figure 2.45 Completed Sort Window

Ascending icon

Descending button
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Figure 2.46 Sorted Table

Filtering Data
Using the Data Filter commands and options, you can interactively select complex subsets of data, hide 
these subsets in plots, or exclude them from analyses. As an example, you can look at profit per 
employee for computer and pharmaceutical companies.

1 Open the Companies.jmp sample data table.
2 Select Analyze > Distribution.
3 Assign profit/emp to the Y, Columns role.
4 Click OK. Figure 2.47 shows the distribution results.

Figure 2.47 Distribution of profit/emp
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5 Turn on Automatic Recalc by clicking on the red triangle menu next to Distributions, and selecting 
Script > Automatic Recalc.

6 Select Rows > Data Filter.
7 Select Type and click Add.
8 Uncheck Select and check Include. Figure 2.48 shows the Data Filter window.

Figure 2.48 Data Filter on Type

9 To filter out the Pharmaceutical companies from the Distribution results, and include only the 
Computer companies, click the Computer box on the Data Filter window. See Figure 2.49.
The distribution results change to only include Computer companies. See Figure 2.50.

Figure 2.49 Click the Computer Box

Figure 2.50 Distribution for Computer Companies

To change the Distribution results to include only the Pharmaceutical companies, click the 
Pharmaceut button on the Data Filter window.

Click the Computer box to include 
only computer companies in the 
Distribution results.
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Calculating Values Using Formulas
Using the formula editor, you can create columns that contain calculated values.

Scenario

As an example of using the formula editor, use the sample data table On-Time Arrivals.jmp. This data 
reflects the percent of on-time arrivals for several airlines, measured in March, June, and August of 
1999. See Figure 2.51.

Figure 2.51 On-Time Arrivals Data

Creating the Formula

Suppose you want to create a new column that contains the average on-time percent for each airline. 
Follow these steps:

1 Create a new column by double-clicking to the right of the last column. Enter a column name. See 
Figure 2.52.

Figure 2.52 Creating a New Column

2 Right-click on the column heading of the new column and select Formula. The Formula Editor 
window opens. See Figure 2.53.

New column
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Figure 2.53 Formula Editor

Create the formula for the average:

3 From the Table Columns list, select March 1999.
4 Click the  button.
5 Select June 1999, followed by another  sign.
6 Select August 1999. At this point, the formula looks like the one shown in Figure 2.54.

Figure 2.54 Sum of the Months

Notice that only August 1999 is selected (has the red box around it).

7 Click on the box surrounding the entire formula. The red box now surrounds the entire formula as 
shown in Figure 2.55.

Figure 2.55 Entire Formula Selected

8 Click the  button.
9 Type a 3 in the denominator box, and then click outside the formula in any of the white space. The 

finished formula is shown in Figure 2.56.

Table Columns Keypad Functions

If the red box is not 
showing, click here 
to show it.
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Figure 2.56 Finished Formula

10 Click OK. The new column is populated with the averages. See Figure 2.57.

Figure 2.57 New Column Showing Averages

The Formula Editor has many built-in arithmetic and statistical functions. For example, another way to 
calculate the average on-time arrival percentage is to use the Mean( ) function on the Statistical 
functions list. Figure 2.58 shows the Mean( ) function for calculating the average on-time arrival 
percentage.

Figure 2.58 Mean Function

This is just a basic example of what you can do with the Formula Editor. For details about all the 
Formula Editor functions, see the JMP User Guide.
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Visualizing Your Data

Graphing Data

Visualizing your data should always be the first step in any analysis. One of JMP’s primary strengths is 
the ability it gives you to visualize and interact with your data. You do not have to be a statistician to get 
information and intelligence from your data. Using JMP, you can explore relationships, follow the 
trends, dig into areas that interest you, and be led in new directions.

Figure 3.1 Visualizing Data with JMP



Contents
About This Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Using Single Variable Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Histograms  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Bar Charts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Using Multiple Variable Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Scatterplots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .56
Scatterplot Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .59
Side-by-Side Box Plots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Overlay Plots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Variability Chart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Graph Builder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Bubble Plots  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72



3
V

is
u

a
liz

in
g

 Y
o

u
r D

a
ta

Chapter 3 Visualizing Your Data 51
About This Chapter

About This Chapter
This chapter presents several of the most common graphs and plots that enable you to visualize and 
explore data in JMP. This chapter is an introduction to JMP’s graphical tools and platforms. You can 
use JMP to visualize the distribution of single variables, or the relationships among multiple variables.

Single variable graphs include the following:

• “Histograms,” p. 51

• “Bar Charts,” p. 53

Multiple variable graphs include the following:

• “Scatterplots,” p. 56

• “Scatterplot Matrix,” p. 59

• “Side-by-Side Box Plots,” p. 62

• “Overlay Plots,” p. 64

• “Variability Chart,” p. 67

• “Graph Builder,” p. 69

• “Bubble Plots,” p. 72

Note: This is not an exhaustive list of the graphical capabilities in JMP. For details about JMP’s 
graphical tools and platforms, see the JMP Statistics and Graphics Guide.

Using Single Variable Graphs
This section covers two graphs you can use to visualize the distribution of a single variable: 

• “Histograms,” p. 51

• “Bar Charts,” p. 53

You can create both of these graphs using the Distribution platform.

Histograms
Figure 3.2 Example of a Histogram

The histogram is one of the most useful graphical tools for understanding the distribution of a 
continuous variable. Histograms enable you to do the following:
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• Quickly assess the average value and variation in your data.

• Find extreme values in your data.

Scenario

To use a histogram, look at sample data for a group of companies. The information includes financial 
data for each company. For this example, you focus on profits.

Using a histogram, you want to answer these questions:

• Generally, how much profit do the companies earn?

• What is the average profit?

• Are there any outliers?

Creating the Histogram

To answer your questions, create a histogram of Profits ($M):

1 Open the Companies.jmp sample data table.
2 Select Analyze > Distribution.
3 Assign Profits ($M) to the Y, Columns role. Figure 3.3 shows the completed window.
4 Click OK. Figure 3.4 shows the histogram.

Figure 3.3 Distribution Window for Profits ($M)

Figure 3.4 Histogram of Profits ($M)

Histogram

Box plot
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Interpreting the Histogram

The histogram provides these answers:

• Most companies profits are between $-1000 and $1500.

• The average profit is approximately $500.

• One company has significantly higher profits than the others, and might be an outlier. An outlier is 
a data point that is separated from the general pattern of the other students.

Interacting with the Histogram

Click on a histogram bar to select the corresponding rows in the data table. See Figure 3.5.

Figure 3.5 Selecting Rows

In addition to the histogram, you can also see the following:

• The box plot, which is another graphical summary of the data. For detailed information about the 
box plot, see the JMP Statistics and Graphics Guide.

• Quantiles and Moments outlines (for details, see “Continuous Variables,” p. 85).

Bar Charts
Figure 3.6 Example of a Bar Chart

Click on a bar to select the corresponding row.
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You can use a bar chart to visualize the distribution of a categorical variable. A bar chart looks similar to 
a histogram, since they both have bars that correspond to the levels of a variable. However, unlike a 
histogram, a bar chart shows a bar for every level of the variable.

Scenario

To use a bar chart, look at sample data for a group of companies. The information includes financial 
data for each company. For this example, focus on the type and size of the company.

Using a bar chart, you want to answer these questions:

• What is the most common type of company?

• What is the most common size of company?

Creating the Bar Chart

To answer your questions, create bar charts of Type and Size Co:

1 Open the Companies.jmp sample data table.
2 Select Analyze > Distribution.
3 Assign Type and Size Co to the Y, Columns role.
4 Click OK. Figure 3.7 shows the bar charts.

Figure 3.7 Bar Charts of Type and Size Co

Interpreting the Bar Charts

From the bar chart you can see that there are more computer than pharmaceutical companies, and that 
the most common company size is small. The additional summary output gives detailed frequencies.

Bar Charts

Summary 
Information
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Interacting with the Bar Charts

As is the case with histograms, you can click on individual bars to highlight rows of the data table. Also, 
if more than one graph is created (as in Figure 3.7), clicking on a bar in one bar chart highlights the 
corresponding bar or bars in the other bar chart. For example, suppose you want to visualize the 
distribution of company size for the pharmaceutical companies. Click on the pharmaceutical bar in the 
Type bar chart, and the pharmaceutical companies are highlighted on the Size Co bar chart. See 
Figure 3.8. Also note that the corresponding rows in the data table are selected.

Figure 3.8 Clicking Bars

Using Multiple Variable Graphs
You can use multiple variable graphs to visualize the relationships and patterns between two or more 
variables. The graphs covered in this section include the following:

• “Scatterplots,” p. 56

• “Scatterplot Matrix,” p. 59

• “Side-by-Side Box Plots,” p. 62

• “Overlay Plots,” p. 64

• “Variability Chart,” p. 67

• “Graph Builder,” p. 69

• “Bubble Plots,” p. 72

Click on this bar to select the corresponding data in the other chart
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Scatterplots
Figure 3.9 Example of a Scatterplot

The scatterplot is the simplest of all the multiple variable graphs. You can use it to assess the 
relationship between two continuous variables. It is always the first step in assessing whether a 
correlation exists between two continuous variables. This section uses the Companies.jmp data.

Scenario

To use a scatterplot, look at sample data for a group of companies. The information includes financial 
data for each company. For this example, focus on sales and number of employees.

Using a bar chart, you want to answer these questions:

• What is the relationship between sales and the number of employees?

• Does sales increase with the number of employees?

• Can you predict average sales from the number of employees?

Creating the Scatterplot

To answer your questions, create a scatterplot of Sales ($M) versus # Employ by doing the following:

1 Open the Companies.jmp sample data table.
2 Select Analyze > Fit Y by X.
3 Assign Sales ($M) to the Y, Response role.
4 Assign # Employ to the X, Factor role. Figure 3.10 shows the completed window.
5 Click OK. Figure 3.11 shows the scatterplot.
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Figure 3.10 Fit Y by X Window

Figure 3.11 Scatterplot of Sales ($M) versus # Employ

Interpreting the Scatterplot

There is one company that has a large number of employees and high sales. The data point representing 
this company makes it difficult to visualize the relationship between the variables. Remove the point 
from the plot and recreate the plot by taking the following steps:

1 Click on the point to select it.
2 Select Rows > Exclude/Unexclude. The data point is no longer included in calculations.
3 Select Rows > Hide/Unhide. The data point is hidden on all graphs.
4 On the bivariate red triangle menu, select Script > Redo Analysis.

The plot is recreated without the outlier. See Figure 3.12.
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Figure 3.12 Outlier Removed

The scatterplot provides these answers:

• There is a relationship between the sales and the number of employees.

• Sales do increase with the number of employees, and the relationship is linear.

• You can predict average sales from the number of employees.

Interacting with the Scatterplot

As with other JMP graphics, the scatterplot is interactive. Hover over the point in the bottom right 
corner with the mouse to reveal the row number (in this example, 28). See Figure 3.13.

Figure 3.13 Hover Over a Point

Click on a point to highlight the corresponding row in the data table. To select multiple points, do one 
of the following:

• Click and drag with the mouse around the points. This method enables you to select a rectangular 
region only.

• Use the lasso tool, shown in Figure 3.14. Select the lasso tool, and then click and drag around 
multiple points. See Figure 3.15. The lasso tool enables you to select an irregular-shaped region.

Figure 3.14 Lasso Tool

lasso tool
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Figure 3.15 Select Points to Select Rows

Scatterplot Matrix
Figure 3.16 Example of a Scatterplot Matrix

A scatterplot matrix is a collection of scatterplots organized into a grid (or matrix). Each scatterplot 
shows the relationship between a pair of variables. This plot enables you to quickly compare multiple 
variables at once.

Scenario

To show the use of a scatterplot matrix, look at data for chemical compounds. The chemical 
compounds were measured for solubility in different solvents. Using a scatterplot matrix, you want to 
answer these questions:

Lasso around 
multiple points

The corresponding 
rows are selected
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• Is there a relationship between any pair of variables?

• Which variables have the strongest relationship?

Creating the Scatterplot Matrix

To answer your questions, create a scatterplot matrix using Ether, Chloroform, Benzene, and Hexane:

1 Open the Solubility.jmp sample data table.
2 Select Graph > Scatterplot Matrix.
3 Assign Ether, Chloroform, Benzene, and Hexane to the Y, Columns role. Figure 3.17 shows the 

completed window.
4 Click OK. Figure 3.18 shows the scatterplot matrix.

Figure 3.17 Scatterplot Matrix Window

Figure 3.18 Scatterplot Matrix
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Interpreting the Scatterplot Matrix

The scatterplot matrix shows these answers:

• All six pairs of variables are positively correlated. That is, as one variable increases, the other variable 
increases too.

• The strongest relationship appears to be between Benzene and Chloroform.

Interacting with the Scatterplot Matrix

If you select a point in one scatterplot, it gets selected in all other scatterplots. For example, if you select 
a point in the Benzene versus Chloroform scatterplot, the same point gets highlighted in the other five 
plots. See Figure 3.19.

Figure 3.19 Highlighted Points

Select this point.

The same point is 
selected in the other 
scatterplots.
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Side-by-Side Box Plots
Figure 3.20 Example of Side-by-Side Box Plots

Side-by-side box plots show you the relationship between one continuous variable and one categorical 
variable. You can assess differences in the continuous variable across levels of the categorical variable.

Scenario

To show the use of side-by-side box plots, use data consisting of pain measurements taken on patients 
using three different drugs. You want to answer the following questions:

• Are there differences in the average pain between the drugs?

• Are there differences in the variability in pain between the drugs?

Creating the Side-by-Side Box Plots

To answer your questions, create side-by-side box plots:

1 Open the Analgesics.jmp data table.
2 Select Analyze > Fit Y by X.
3 Assign pain to the Y, Response role.
4 Assign drug to the X, Factor role. Figure 3.21 shows the completed window.
5 Click OK.
6 Click on the red triangle , and select Display Options > Box Plots. Figure 3.22 shows the 

side-by-side box plots.
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Figure 3.21 Fit Y by X Window

Figure 3.22 Side-by-Side Box Plots

Interpreting the Side-by-Side Box Plots

The box plots are designed according to the following principles:

• The line through the box represents the median.

• The middle half of the data is within the boxes.

• The majority of the data falls between the ends of the whiskers.

• A data point outside the whiskers might be an outlier.

• Drug B appears to have higher variability than Drugs A and C.

There is evidence to believe that patients on drug A feel less pain, since the box plot for drug A is lower 
than the others. Drug B appears to have higher variability than Drugs A and C, since the box plot is 
taller. There is one point for drug C that is a lot lower than the other drug C points. Hover over it with 
your mouse (see Figure 3.23) to see that it is row 26 of the data table. That point looks like it is more 
similar to the data in drug group A or B. The information in row 26 deserves investigation. There 
might have been a typographical error when the data was recorded.

Box

Whiskers
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Figure 3.23 Hovering Over the Outlier

Overlay Plots
Figure 3.24 Example of an Overlay Plot

Like scatterplots, overlay plots show the relationship between two or more variables. However, if one of 
the variables is time, the overlay plot does a better job at showing any trends in your data.

Note: To plot data over time, you can also use Graph Builder, bubble plots, control charts, and 
variability charts. For complete details, see the JMP Statistics and Graphics Guide.

Scenario

To show the use of an overlay plot, look at stock price data for a three month period. Using the overlay 
plot, you want to answer the following questions:

• Has the closing stock price changed over the last three months?

• How do the high and low stock prices relate to each other?

Creating the Overlay Plot

To answer your questions, create the overlay plots:

1 Open the Stock Prices.jmp data table.
2 Select Graph > Overlay Plot.
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3 Assign Close to the Y role.
4 Assign Date to the X role. Figure 3.25 shows the completed window.
5 Click OK. Figure 3.26 shows the overlay plot.

Figure 3.25 Overlay Plot Window

Figure 3.26 Overlay Plot of Close

Interpreting and Interacting with the Overlay Plot

The overlay plot indicates that the closing stock price has been decreasing over the last several months. 
To see the trend more clearly, you can take the following actions:

• Connect the points with a line

• Add grid lines

To connect the points with a line, click the red triangle, and select Connect Thru Missing. To add grid 
lines, double-click on the Y axis, and check the box for Major Gridlines. Figure 3.27 shows the 
connected points and grid lines.
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Figure 3.27 Connected Points and Grid Lines

Plotting Multiple Y Variables

More than one Y variable can be plotted on an overlay plot. For example, suppose you want to see both 
high and low price on the same plot. Follow the steps in “Creating the Overlay Plot,” p. 64, this time 
assigning both High and Low to the Y role. Connect the points and add grid lines. Figure 3.28 shows 
the completed overlay plot.

Figure 3.28 Two Y Variables

The legend at the bottom of the plot distinguishes the High and Low variables. From the overlay plot, 
you can see that the High price and Low price track each other very well.
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Variability Chart
Figure 3.29 Example of a Variability Chart

In the graphs described so far, you can specify only a single X variable. Using a variability chart, you can 
specify multiple X variables. Using multiple X variables enables you to assess differences in means and 
variability across all the variables at once.

Scenario

To use a variability chart, look at sample data from a popcorn maker. Yield (volume of popcorn for a 
given measure of kernels) was measured for each combination of popcorn style, batch size, and oil 
amount. The popcorn maker is interested in the following question: Which combination of factors 
results in the highest popcorn yield?

Creating the Variability Chart

To answer the question, do the following:

1 Open the Popcorn.jmp data table.
2 Select Graph > Variability/Gauge Chart.
3 Assign yield to the Y, Response role.
4 Assign popcorn, batch, and oil amt, in that order, to the X, Grouping role. The order you assign the 

variables to the role is important, as it determines the order they appear on the variability chart. 
Figure 3.30 shows the completed window.

5 Click OK. Figure 3.31 shows the variability chart.



68 Visualizing Your Data Chapter 3
Using Multiple Variable Graphs

Figure 3.30 Variability Chart Window

Figure 3.31 Results Window

Interpreting the Variability Chart

The top chart is the variability chart, and shows the yield broken down by each combination of the 
three variables. The bottom chart shows the standard deviation for each combination of the three 
variables. To hide this chart, click on the red triangle and deselect Std Dev Chart.

X axis with 
three variables
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To answer the popcorn maker’s question, look at the top chart showing yield. This chart shows that 
small gourmet batches produce the highest yield. To be more specific, you might ask the question: Is 
the yield high because those batches are small, or because those batches are gourmet? Note the 
following also learned from the chart:

• The yield from small, plain batches is low.

• The yield from large, gourmet batches is low.

Given this, it appears that only the combination of small and gourmet at the same time results in 
batches with high yield. This conclusion would have been impossible to reach with a chart that allowed 
only a single variable.

Graph Builder
Figure 3.32 Example of a Graph that was Created with Graph Builder

Using Graph Builder you can interactively create and modify graphs. To create the graphs that have 
been discussed so far, you launch a platform and specify variables. After the graph is created, you cannot 
change the variables. If you want to create a different type of graph, you have to launch another 
platform.

Use Graph Builder to accomplish the following tasks:

• Change variables by dragging and dropping them in and out.

• Create a different type of graph with a few mouse clicks.

• Partition the graph horizontally or vertically.
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Note: Only some of the Graph Builder features are covered here. For complete details, see the JMP 
Statistics and Graphics Guide.

Scenario

To use Graph Builder, look at sample data of profit for multiple products. Suppose you are a business 
analyst and need to better understand the profitability of your product lines. You want to create a line 
plot that displays Revenue, Product Cost, and Profit, broken out by Product Line.

Creating the Graph

To better understand profitability, create the graph as follows:

1 Open the Profit by Product.jmp data table.
2 Select Graph > Graph Builder. The Graph Builder workspace appears. See Figure 3.33.

Figure 3.33 Graph Builder Workspace

3 Select Quarter in the Select Columns box.
4 Click anywhere in the X zone to assign Quarter as the X variable.
5 Select Revenue, Product Cost, and Profit in the Select Columns box.
6 Click anywhere in the Y zone to assign all three variables as Y variables. See Figure 3.34.
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Figure 3.34 After Adding Y and X Variables

For the variables you are using, JMP chooses side-by-side box plots. Change the box plots to a line plot:

7 Right-click on the plot and select Box Plot > Change To > Line. The chart type changes to a line 
plot, as shown in Figure 3.35.

Figure 3.35 Line Plot

Now, create a separate chart for each product:

8 Select Product Line in the Select Columns box.
9 Click the Wrap zone to assign Product Line to it. A separate line plot is created for each product, as 

shown in Figure 3.36.
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Figure 3.36 Final Line Plot

Interpreting the Graph

The plots show revenue, cost, and profit, broken down by product line. You can clearly see that some 
product lines produce more revenue than others.

Bubble Plots
Figure 3.37 Example of a Bubble Plot

A bubble plot is a scatterplot that represents its points as bubbles (or circles). You can change the size 
and color of the bubbles, and even animate them over time. With the ability to represent up to five 
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dimensions (x position, y position, size, color, and time), a bubble plot can produce dramatic 
visualizations and make data exploration easy.

Scenario

To use a bubble plot, look at population statistics. The statistics are for 116 countries or territories 
between the years 1950 to 2004. Total population numbers are broken out by age group, and not every 
country has data for every year. Using a bubble plot, you want to compare the portion of the 
population that is 19 years or younger to the portion that are 60 years or older. You want to determine 
how the relationship changes over time.

Creating the Bubble Plot

To answer your question, create the bubble plot:

1 Open the PopAgeGroup.jmp data table.
2 Select Graph > Bubble Plot.
3 Assign Portion60+ to the Y role. This corresponds to the Y variable on the bubble plot.
4 Assign Portion 0-19 to the X role. This corresponds to the X variable on the bubble plot.
5 Assign Country to the ID role. This tells JMP how to aggregate the rows of the data table into 

bubbles. Each unique level of the ID variable is represented by a bubble on the plot.
6 Assign Year to the Time role. This controls the time indexing when the bubble plot is animated.
7 Assign Pop to the Sizes role. This controls the size of the bubbles.
8 Assign Region to the Coloring role. This controls the colors of the bubbles. Figure 3.38 shows the 

completed window.
9 Click OK. Figure 3.39 shows the initial bubble plot.

Figure 3.38 Bubble Plot Window
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Figure 3.39 Initial Bubble Plot

Interpreting the Bubble Plot

Because the time variable (in this case, year) starts in 1950, the initial bubble plot shows the data for 
1950. You can animate the bubble plot to cycle through all the years. Each successive bubble plot shows 
the data for that year. The data for each year determines the following:

• The X and Y coordinates

• The bubble’s sizes

• The bubble’s coloring

• Bubble aggregation

Note: For detailed information about how the bubble plot aggregates information across multiple 
rows, see the JMP Statistics and Graphics Guide.

The bubble plot for 1950 shows that if a country’s population has a high proportion of people age 19 
or younger, then that country generally has a low proportion of age 60 or older.

Click Go to animate the bubble plot through the range of years. Note that as time progresses, the 
Portion 0-19 decreases and the Portion60+ increases.

Stop stops the animation.

Step manually control the animation forward one unit of time.

Prev manually controls the animation back one unit of time.

Year is used to change the time index manually.

Speed controls the speed of the animation.

Circle Size controls the absolute sizes of the bubbles, while maintaining the relative sizes.
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Interacting with the Bubble Plot

You can select a bubble to see the trend for that bubble over time. For example, in the 1950 plot, the 
large red bubble in the middle is Japan. To see the pattern of Japan through the years:

1 Click in the middle of the Japan bubble to select it.
2 Click the red triangle and select Trail Bubbles (the Trail Lines option shows the history as a line).
3 Click Go.

As the animation progresses through time, the Japan bubble leaves a trail of bubbles so you can see the 
history. See Figure 3.40.

Figure 3.40 Japan History

Focusing on the Japan bubble, you can easily see that over time, the proportion of the population 19 
years old or less decreased, and the proportion of the population 60 years old or more increased.





Chapter 4
Analyzing Your Data

Distributions, Relationships, and Models

Analyzing your data helps you make informed decisions. Data analysis often involves these actions:

• Examining distributions

• Assessing relationships

• Hypothesis testing

• Building models

Figure 4.1 Analysis Examples
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About This Chapter
Statistical and analytical methods are very important to any organization seeking to be data driven. 
This chapter contains the following information:

• “Prerequisites,” p. 79

• “Performing Analyses,” p. 84

• “About Advanced Modeling and Analysis,” p. 109

Prerequisites
Before you analyze your data, there are two things that you need to review:

• “The Importance of Graphing Your Data,” p. 79

• “Understanding Modeling Types,” p. 81

The Importance of Graphing Your Data
Graphing your data (data visualization) is important to any data analysis, and should always occur 
before the use of statistical tests or model building. To illustrate why data visualization should be an 
early step in your data analysis process, consider the following example:

1 Open the Anscombe.jmp data table (F. J. Anscombe (1973), American Statistician, 27, 17-21). Note 
the data consists of four pairs of X and Y variables.

2 In the table panel, click on the red triangle next to The Quartet and select Run Script.
The script creates a simple linear regression on each pair of variables using Fit Y by X. The Show 
Points option is turned off, so that none of the data can be seen on the scatterplots. Figure 4.2 
shows the model fit and other summary information for each regression.
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Figure 4.2 Four Models

Notice that all four models and RSquare values are nearly identical. The fitted model in each case is 
essentially Y = 3 + 0.5X, and the RSquare value in each case is essentially 0.66. If your data analysis took 
into account only the above summary information, you would likely conclude that the relationship 
between X and Y is the same in each case. However, at this point, you have not visualized your data. 
Your conclusion might be wrong.

To visualize the data, add the points to all four scatterplots:

1 Hold down the Ctrl key.
2 On one of the four Bivariate Fit outlines, click the red triangle.
3 Select Show Points. Figure 4.3 shows the points added to the plots.

Model for 
pair 1

Model for 
pair 2

Model for 
pair 3

Model for 
pair 4
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Figure 4.3 Scatterplots with Points Added

The scatterplots show that the relationship between X and Y is not the same for the four pairs:

• Plot 1 represents a nice, linear relationship.

• Plot 2 represents a non-linear relationship.

• Plot 3 represents a linear relationship, except for one outlier.

• Plot 4 has all the data at x = 8, except for one point.

This example illustrates that conclusions that are based on statistics alone can be inadequate. A visual 
exploration of the data should be an early part of any data analysis.

Understanding Modeling Types
Data in JMP can be of different types. JMP refers to this as the modeling type of the data. There are 
three modeling types in JMP:

Plot for 
pair 1

Plot for 
pair 2

Plot for 
pair 3

Plot for 
pair 4

Table 4.1 Modeling Types

Modeling Type Description Examples Specific Example

Continuous Numeric only. Used 
in operations like 
sums and means.

Height
Temperature
Time

Time to complete a 
test might be 2 hours, 
or 2.13 hours.

Ordinal Numeric or character. 
Values belong to 
ordered categories.

Month (1,2,...,12)
Letter grade (A, B,...F)
Size (small, medium, large)

Month of the year can 
be 2 (February) or 3 
(March), but not 2.13.
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Example of Modeling Type Results

Different modeling types produce different results in JMP. To see an example of the differences, follow 
these steps:

1 Open the Big Class.jmp sample data table.
2 Select Analyze > Distribution.
3 Assign height and age to the Y, Columns role.
4 Click OK. Figure 4.4 shows the results.

Figure 4.4 Distribution Results for height and age

Table 4.2 compares the differences between the results for height and age.

Nominal Numeric or character. 
Values belong to 
categories, but the 
order is not 
important.

Gender (M or F)
Color
Test result (pass or fail)

Gender can be M or F, 
with no order. Gender 
categories can also be 
represented by a 
number (M=1 and 
F=2).

Table 4.1 Modeling Types

Modeling Type Description Examples Specific Example
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Changing the Modeling Type

If you want to treat a variable differently, you can change the modeling type. For example, in 
Figure 4.4, the modeling type for age is ordinal. If you want to find the average age instead of 
frequency counts, change the modeling type to continuous and create the distribution:

1 Double-click on the age column heading. The Column Info window appears.
2 Change the Modeling Type to Continuous. See Figure 4.5.
3 Click OK.
4 Repeat the steps in the example (see “Example of Modeling Type Results,” p. 82) to create the 

distribution. Figure 4.6 shows the distribution results when age is ordinal and continuous.

Figure 4.5 Column Info Window

Table 4.2 Results for height and age

Variable Modeling Type Results

height Continuous Histogram, Quantiles, 
and Moments

age Ordinal Bar chart and Frequencies
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Figure 4.6 Different Modeling Types for age

Performing Analyses
Performing statistical analyses normally involves either:

• “Analyzing Distributions,” p. 84

• “Analyzing Relationships,” p. 91

Analyzing Distributions
Analyzing a single variable usually involves examining the distribution of the variable. You can analyze 
distributions using the Distribution platform.

Note: For complete details of the Distribution platform, see the JMP Statistics and Graphics Guide.

Ordinal Continuous
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This section examines distributions for the following:

• “Continuous Variables,” p. 85

• “Categorical Variables,” p. 89

Continuous Variables

Analyzing a continuous variable might include questions such as the following:

• What is the average of the data?

• Is the average statistically different from a target or historical value?

• How spread out are the data? In other words, what is the standard deviation?

• What are the minimum and maximum values?

• Are there any outliers in the data?

• Does the shape of the data match any known distributions?

You can answer these and other questions with graphs, summary statistics, and simple statistical tests. 
You can analyze a continuous variable to see what you can learn about the data.

Example of Analyzing a Continuous Variable

Suppose you are an analyst for a railroad company. Your company plans to start transporting cars. You 
want to analyze the distribution of car weights:

1 Open the Car Physical Data.jmp sample data table. The data table contains information about 116 
models of cars.

2 Select Analyze > Distribution.
3 Assign Weight to the Y, Columns role.
4 Click OK. Figure 4.7 shows the initial results.
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Figure 4.7 Distribution of Weight

The default report window contains three sections:

• A histogram and a box plot to visualize the data.

• A Quantiles outline that shows the percentiles of the distribution.

• A Moments outline that shows the mean, standard deviation, and other statistics.

To rotate the report, click on the red triangle next to Weight, and select Display Options > Horizontal 
Layout. See Figure 4.8.
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Figure 4.8 Horizontal Layout

Interpreting the Distribution Results

Using the results presented in Figure 4.8, you can answer some of the questions that were posed earlier:

*Blank = not applicable

The default report, shown in Figure 4.8, provides a minimal set of graphs and statistics. You can add 
many more graphs and statistics to the report window. Here are a few examples of actions you can 
perform:

• “Performing a t-test,” p. 87

• “Fitting Distributions,” p. 88

Performing a t-test

A t-test helps you use sample data to draw inferences about the broader population. For example, you 
can use the sample of 116 car models to draw conclusions about all car models. Suppose you want to 
test whether the average car weight in the population is equal to a target value. The target value is 3000 

Table 4.3 Questions Answered Using the Report Window Results*

Question Histogram Quantiles Moments

What is the average car 
weight?

~3000 lbs 2957 lbs

How spread out are the 
weights (std dev)?

535 lbs

What are the minimum 
and maximum weights?

~1500 lbs and 
~4500 lbs

1695 lbs and 
4285 lbs

Are there any outliers? No

Maximum

Minimum

Average

Standard 
deviation
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pounds, since the railroad company you work for has determined that an average weight of 3000 
pounds is the most efficient.

Perform the t-test as follows:

1 Click on the red triangle next to Weight, and select Test Mean. The Test Mean window opens.
2 In the Specify Hypothesized Mean box, type 3000. See Figure 4.9.
3 Click OK. Figure 4.10 shows the Test Mean results.

Figure 4.9 Test Mean Window

Figure 4.10 Test Mean Results

The primary result of the t-test is the p-value. In this example, the p-value is 0.396. Using a significance 
level of 0.05, and noting that 0.396 is greater than 0.05, you can conclude that the average weight of 
car models in the broader population is not significantly different from 3000 lbs.

Fitting Distributions

You can make predictions about a population using a fitted distribution. For this example, you can fit a 
distribution to estimate the proportion of cars in the broader population that weigh more than a certain 
amount. Fit a Normal distribution to the Weight variable. Click on the red triangle next to Weight, 
and select Continuous Fit > Normal. Figure 4.11 shows the fitted Normal curve overlaid on the 
histogram, and the Fitted Normal outline added to the report.

p-value
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Figure 4.11 Normal Fit

Using this information, you can estimate the proportion of cars in the broader population that weigh 
more than 4000 lbs, the amount your railroad company considers to be heavy.

Categorical Variables

Analyzing a categorical variable might include questions such as the following:

• How many levels does the variable have?

• How many data points does each level have?

• What proportions of the total do each level represent?

Note: Categorical variables have a modeling type of ordinal or nominal.

Example of Analyzing a Categorical Variable

Suppose you are an analyst for a railroad company. Your company plans to start transporting cars. You 
want to analyze the distribution of car type and country of origin:

1 Open the Car Physical Data.jmp sample data table. The data table contains information about 116 
models of cars.

2 Select Analyze > Distribution.
3 Assign Country and Type to the Y, Columns role.
4 Click OK. Figure 4.12 shows the initial results.
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Figure 4.12 Distribution for Country and Type

Interpreting the Distribution Results

The default report window contains two sections: a bar chart and a Frequencies outline. The bar chart 
is a graphical representation of the frequency information provided in the Frequencies outline. The 
Frequencies outline contains the following:

• Levels

• Total counts for each level

• Proportion of the total each level represents

For example, the Count for cars in the Compact level is 22, which accounts for about 19% of the 116 
observations.

Interacting with the Distribution Results

If you select a bar in one chart, the corresponding data in the other chart is highlighted. For example, 
select the Japan bar in the Country bar chart. In the Type bar chart, you can see that a large number of 
Japanese cars are sporty. See Figure 4.13.

Proportion 
of total
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Figure 4.13 Japanese Cars

If you select the Other category, you notice that a majority of cars are small or compact, and almost 
none are large. See Figure 4.14.

Figure 4.14 Other Cars

Analyzing Relationships
You can analyze the relationship between variables using either the Fit Y by X platform or the Fit 
Model platform.

Note: The basic platforms and options are covered here. For complete details and explanations of all 
platform options, see the JMP Statistics and Graphics Guide.

Table 4.4 shows the four primary types of relationships.
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Using Regression with One Predictor

You can use regression to analyze the relationship between two continuous variables. A regression 
model predicts the average value of one variable (Y) from the value of another variable (X). The X 
variable is also called a predictor.

Scenario

To use regression, look at financial data for 32 companies from the pharmaceutical and computer 
industries. Intuitively, it makes sense that companies that have more employees can generate more sales 
revenue than companies that have fewer employees. You can use the financial data to accomplish the 
following tasks:

• “Assess the Relationship,” p. 92

• “Fit the Regression Model,” p. 94

• “Predict Average Sales,” p. 95

Assess the Relationship

To assess the relationship between the number of employees and the amount of sales revenue, create a 
scatterplot as follows:

1 Open the Companies.jmp sample data table.
2 Select Analyze > Fit Y by X.
3 Assign Sales ($M) to the Y, Response role.
4 Assign # Employ to the X, Factor role. Figure 4.15 shows the completed window.
5 Click OK. Figure 4.16 shows the initial results.

Table 4.4 Relationship Types

X Y Section

Continuous Continuous • “Using Regression with One Predictor,” p. 92

• “Using Regression with Multiple Predictors,” p. 102

Categorical Continuous • “Comparing Averages for One Variable,” p. 97

• “Comparing Averages for Multiple Variables,” p. 106

Categorical Categorical “Comparing Proportions,” p. 100

Continuous Categorical This is an advanced topic. See the JMP Statistics and 
Graphics Guide.
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Figure 4.15 Completed Fit Y by X Window

Figure 4.16 Scatterplot of Sales versus Employees

The scatterplot results show that there is one company with significantly more employees and higher 
sales than the other companies. The data point representing this company is an outlier. The outlier is 
stretching out the scale of the plot, making it difficult to examine the relationship. Exclude and hide 
that data point:

1 Click on the data point.
2 Select Rows > Exclude/Unexclude. The data point is no longer included in calculations.
3 Select Rows > Hide/Unhide. The data point is hidden on all graphs.
4 To recreate the scatterplot, click on the red triangle next to Bivariate Fit, and select Script > Redo 

Analysis. Figure 4.17 shows the updated scatterplot.

This company is larger than 
the rest, and is an outlier.
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Figure 4.17 Updated Scatterplot

The updated scatterplot provides a clearer picture of the relationship between sales and the number of 
employees. As expected, the more employees a company has, the higher sales it can generate.

Fit the Regression Model

In order to predict the sales revenue from the number of employees, fit a regression model. Click on the 
red triangle next to Bivariate Fit and select Fit Line. The regression line is added to the scatterplot and 
outlines are added to the report. See Figure 4.18.
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Figure 4.18 Regression Line

Within the outlines, look at the following results:

• The p-value of <.0001

• The RSquare value of 0.618

From these results, you can conclude the following:

• Since the p-value is less than a significance level of 0.05, this means that including the number of 
employees in the prediction model significantly improves the ability to predict average sales.

• Since the correlation coefficient is the square root of the RSquare value, in this example it is 0.786. 
A correlation coefficient of 0 indicates no relationship between the two variables, and a correlation 
coefficient of 1 (or -1) indicates a perfect linear relationship.

Predict Average Sales

You can use the regression model to predict the average sales a company might expect if they have a 
certain number of employees. The prediction equation for the model is as follows:

Average sales = 1059.67 + 0.092*employees

Regression line

Prediction equation

Outlier

RSquare value

P-value
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For example, in a company with 70,000 employees, here is the equation:

$7,499.67 = 1059.67 + 0.092*70,000

Look again at the scatterplot in Figure 4.18. There is an outlier that does not follow the general pattern 
of the other companies. You can find out if the prediction model changes if you exclude the outlier:

1 Click on the data point.
2 Select Rows > Exclude/Unexclude.
3 Re-fit the model. Click on the red triangle next to Bivariate Fit and select Fit Line.

The results are as follows. See Figure 4.19.

• A new regression line is added to the scatterplot.

• A new Linear Fit outline is added to the report, which includes:

– A new prediction equation

– A new RSquare value

Figure 4.19 Model without Outlier

Using the results in Figure 4.19, you can make the following conclusions:

• The outlier was pulling down the regression line for the larger companies, and pulling the line up 
for the smaller companies.

• The new model fits the data better, since the new correlation (0.94) is closer to 1 than the first 
correlation coefficient (0.786). 

Using the new prediction equation, the predicted average sales for a company with 70,000 employees 
can be calculated as follows:

$8961.36 = 631.36 + 0.119*70,000

The total for the first model was $7499.67, so this is an increase of about $1460.

New regression line New prediction equation

New 
RSquare 
value
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Comparing Averages for One Variable

If you have a continuous Y variable, and a categorical X variable, you might want to compare averages 
across levels of the X variable.

Scenario

To illustrate comparing averages, look at the financial data for 32 companies from the pharmaceutical 
and computer industries. Suppose you are interested in comparing the profits of computer companies 
to the profits of pharmaceutical companies. Use the financial data to:

• “Assess the Relationship,” p. 97

• “Performing the t-test,” p. 99

Assess the Relationship

To assess the relationship between profits and company type, create a plot:

1 Open the Companies.jmp sample data table.

Note: If you still have the Companies.jmp data file open from the previous example, you might have 
rows that are excluded or hidden. To return the rows to the default state (all rows included and none 
hidden), select Rows > Clear Row States.

2 Select Analyze > Fit Y by X.
3 Assign Profits ($M) to the Y, Response role.
4 Assign Type to the X, Factor role. Figure 4.20 shows the completed window.
5 Click OK. Figure 4.21 shows the initial results.

Figure 4.20 Completed Fit Y by X Window
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Figure 4.21 Profits by Company Type

There is an outlier in the Computer Type. The outlier is stretching the scale of the plot and making it 
difficult to compare the profits. Exclude and hide that data point:

1 Click on the data point.
2 Select Rows > Exclude/Unexclude. The data point is no longer included in calculations.
3 Select Rows > Hide/Unhide. The data point is hidden from all graphs.
4 To recreate the plot, click on the red triangle next to Oneway Analysis, and select Script > Redo 

Analysis. See Figure 4.22.

Figure 4.22 Updated Plot

You can see that removing the outlier gives you a clearer picture of the data. To continue analyzing the 
relationship, click on the red triangle next to Oneway Analysis and select these options:

• Display Options > Mean Lines. This adds mean lines to the plot.

• Means and Std Dev. This displays a report that provides averages and standard deviations.

Figure 4.23 shows the mean lines and the report.

Outlier

Overall average 
line
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Figure 4.23 Mean Lines and Report

The updated plot shows that pharmaceutical companies have higher average profits than computer 
companies. In the report, if you subtract the mean values, the difference is about $635 million. 
Looking at the plot, you can also see that some of the computer companies have negative profits, while 
all of the pharmaceutical companies have positive profits.

Performing the t-test

Because you have looked at only a sample of companies, you need to ask these questions:

• Does a difference exist in the larger population of all companies, or, is the difference of $635 million 
due to chance?

• If there is a difference, what is it?

To answer these questions, perform a two-sample t-test. A t-test lets you use data from a sample to 
make inferences about the larger population.

To perform the t-test, click on the red triangle next to Oneway Analysis and select t Test. Figure 4.24 
shows the results that have been added to the report.

Figure 4.24 t Test Results

Since the p-value of 0.0004 is less than the significance level of 0.05, you can conclude that the 
difference you are seeing in average profits for the sample data is not due to chance alone. From this 
you conclude that the average profits for pharmaceutical companies are higher than the average profits 
for computer companies in the larger population. 

Use the confidence interval limits to determine how much difference exists in the profits of both types 
of companies. Look at the Upper CL Dif and Lower CL Dif values shown in Figure 4.24. From these 

Mean lines

p-valueConfidence interval 
limits
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values, you can conclude that the average for pharmaceutical companies is between $324 million and 
$944 million higher than the average for computer companies.

Comparing Proportions

If you have categorical X and Y variables, you can compare the proportions of the Y variable levels 
across the X variable levels.

Scenario

To illustrate comparing proportions, look at the financial data for 32 companies from the 
pharmaceutical and computer industries. Suppose you want to find out whether the populations of 
computer and pharmaceutical companies consist of the same proportions of small, medium, and big 
companies.

Assess the Relationship

To assess the relationship between company size and type, create a mosaic plot:

1 Open the Companies.jmp sample data table.

Note: If you still have the Companies.jmp data file open from the previous example, you might have 
rows that are excluded or hidden. To return the rows to the default state (all rows included and none 
hidden), select Rows > Clear Row States.

2 Select Analyze > Fit Y by X.
3 Assign Size Co to the Y, Response role.
4 Assign Type to the X, Factor role. Figure 4.25 shows the completed window.
5 Click OK. Figure 4.26 shows the initial results.

Figure 4.25 Completed Fit Y by X Window
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Figure 4.26 Company Size by Company Type

The Contingency Table contains information that is not applicable for this example. To remove 
content, click the red triangle next to Contingency Table, and deselect Total % and Col %. 
Figure 4.27 shows the updated table.

Figure 4.27 Updated Contingency Table

The statistics in the Contingency Table are graphically represented in the Mosaic Plot. For example, the 
Mosaic Plot shows that the computer industry has a higher percentage of small companies compared to 
the pharmaceutical industry. The Contingency Table shows the exact statistics: 70% of computer 

Table legend
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companies are small, and about 17% of pharmaceutical companies are small. You can use the Mosaic 
Plot and the Contingency Table to compare the percentages of medium and big companies between the 
two industries.

Interpreting the Test

Because you looked at only a sample of companies, you need to ask this question: Do the percentages 
differ in the broader populations of all computer and pharmaceutical companies, or, are the observed 
differences due to chance?

To answer this question, you can use the p-value from the Pearson test in the Tests outline. Since the 
p-value of 0.011 is less than the significance level of 0.05, you can conclude that the differences you are 
seeing in the sample data are not due to chance alone, and that the percentages differ in the broader 
population.

Using Regression with Multiple Predictors

The section “Using Regression with One Predictor,” p. 92 showed you how to build simple regression 
models consisting of one predictor variable and one response variable. You can use multiple regression to 
predict the average response variable using two or more predictor variables. You can build and interpret 
multiple regression models as follows:

• “Scenario,” p. 102

• “Assess the Relationship,” p. 102

• “Build the Multiple Regression Model,” p. 103

• “Actual by Predicted Plot,” p. 104

• “Parameter Estimates,” p. 105

• “Prediction Profiler,” p. 105

Scenario

To build a multiple regression model, look at sample data containing nutrition information for candy 
bars. Suppose you want to build a model to predict calories using these variables:

• Total fat

• Carbohydrates

• Protein

Assess the Relationship

To assess the relationship between calories and total fat, carbohydrates, and protein, create a scatterplot 
matrix:

1 Open the Candy Bars.jmp sample data table.
2 Select Graph > Scatterplot Matrix.
3 Assign Calories to the Y, Columns role.
4 Assign Total fat g, Carbohydrate g, and Protein g to the X role.
5 Click OK. Figure 4.28 shows the results.
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Figure 4.28 Scatterplot Matrix Results

The scatterplot matrix shows that there is a positive correlation between calories and all three variables. 
The correlation between calories and total fat is the strongest. Now that you know there is a 
relationship, you can build a multiple regression model to predict average calories.

Build the Multiple Regression Model

To build the model, follow these steps:

1 Open the Candy Bars.jmp sample data table.
2 Select Analyze > Fit Model.
3 Assign Calories to the Y role.
4 Select Total Fat g and click Add. This assigns Total Fat g as a model effect.
5 Select Carbohydrate g and click Add.
6 Select Protein g and click Add.
7 Next to Emphasis, select Effect Screening. Figure 4.29 shows the completed Fit Model window.
8 Click the Run Model button.
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Figure 4.29 Fit Model Window

The report window shows the model results. To interpret the model results, focus on these areas:

• “Actual by Predicted Plot,” p. 104

• “Parameter Estimates,” p. 105

• “Prediction Profiler,” p. 105

Note: For complete details about all of the model results, see JMP Statistics and Graphics Guide.

Actual by Predicted Plot

The Actual by Predicted Plot shows the actual calories versus the predicted calories. As the predicted 
values become closer to the actual values, the points on the scatterplot fall closer around the red line. 
See Figure 4.30. You can see that the model is predicting well.

Another measure of model accuracy is the RSq value (shown below the plot in Figure 4.30). The RSq 
value measures the percentage of variability in calories, as explained by the model. A value closer to 1 
means a model is predicting well. In this example, the RSq value is 0.99.
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Figure 4.30 Actual by Predicted Plot

Parameter Estimates

The Parameter Estimates outline shows the following information:

• The model coefficients

• P-values for each parameter

Figure 4.31 Parameter Estimates Outline

In this example, the p-values are all very small (<.0001). This indicates that all three effects (fat, 
carbohydrate, and protein) contribute significantly when predicting calories.

You can use the model coefficients to predict the value of calories for particular values of fat, 
carbohydrate, and protein. Suppose you want to predict the average calories for any candy bar that has 
these characteristics:

• Fat = 11 g

• Carbohydrate = 43 g

• Protein = 2 g

Using these values, you can calculate the predicted average calories as follows:

277.92 = -5.9643 + 8.99*11 + 4.0975*43 + 4.4013*2

The characteristics in this example are the same as the Milky Way candy bar (on row 59 of the data 
table). The actual calories for the Milky Way are 280, showing that the model predicts well.

Prediction Profiler

You can use the Prediction Profiler to assess how changes in the factors impact the predicted values. The 
profile lines show the magnitude of change in calories as the factor changes. The line for Total fat g is 
the steepest, meaning that changes in total fat have the largest impact on calories. See Figure 4.32.

RSq

Model coefficients P-values
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Figure 4.32 Prediction Profiler

Click and drag the vertical line for each factor to see how the predicted value changes. Additionally, you 
can click the current factor values and change them. For example, click on the factor values and type 
the values for the Milky Way candy bar. See Figure 4.33.

Figure 4.33 Factor Values for the Milky Way

Note: For complete details about the Prediction Profiler, see the JMP Statistics and Graphics Guide.

Comparing Averages for Multiple Variables

The section “Comparing Averages for One Variable,” p. 97, compared averages across the levels of a 
categorical variable. To compare averages across levels of two or more variables at once, use the Analysis 
of Variance technique (or ANOVA).

Scenario

To compare data across multiple variables, look at sample financial data within 32 pharmaceutical and 
computer companies. Suppose you want to compare company profits by these two variables:

• Type (pharmaceutical or computer)

• Size (small, medium, big)

Assess the Relationship

To visualize the differences in profit for all combinations of type and size, create a graph:

1 Open the Companies.jmp sample data table.

Factor values

Predicted calories

Milky Way values

Predicted calories
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2 Select Graph > Graph Builder. The Graph Builder window appears.
3 Assign Profits ($M) to the Y zone.
4 Assign Size Co to the X zone.
5 Assign Type to the Group X zone. Figure 4.34 shows the completed graph.

Figure 4.34 Graph of Company Profits

You can see that one big computer company has very large profits. That outlier is stretching the scale of 
the graph, making it difficult to compare the other data points. Click on the outlier to select it, and 
then select Rows > Exclude/Unexclude. The point is removed, and the scale of the graph 
automatically updates. Figure 4.35 shows the updated graph.

Figure 4.35 Graph with Outlier Removed
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You can see that pharmaceutical companies have higher average profits. You can also see that for the 
pharmaceutical companies only, there appears to be a difference in the profits between company sizes. 
When the effect of one variable (company size) changes for different levels of another variable 
(company type), this is called an interaction.

Since this data is only a sample, you need to find out if the differences are limited to this sample (due to 
chance), or if the same patterns exist in the larger population of companies. To help you make this 
determination, perform the statistical tests using the Fit Model platform:

1 Select Analyze > Fit Model.
2 Assign Profits ($M) to the Y role.
3 Select both Type and Size Co.
4 Click the Macros arrow and select Full Factorial.
5 Next to Emphasis, select Effect Screening. Figure 4.29 shows the completed Fit Model window.
6 Click Run Model. The report window shows the model results.

Figure 4.36 Completed Fit Model Window

To decide whether the differences are real, or due to chance, examine the Effect Tests outline.

Note: For complete details about all of the Fit Model results, see the JMP Statistics and Graphics Guide.

Effect Tests

The Effect Tests outline (see Figure 4.37) shows the results of the statistical tests. There is a test for each 
of the effects included in the model on the Fit Model window (Type, Size Co, and Type*Size Co).
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Figure 4.37 Effect Tests Outline

First look at the test for the interaction, the Type*Size Co effect. The p-value of 0.218 is large (greater 
than the significance level of 0.05). You previously observed that the pharmaceutical companies 
appeared to have different profits between company sizes. However, using this data, the effect test 
indicates that there is no interaction between type and size as it relates to profit. You can conclude that 
the differences do not apply to the broader population. Therefore, remove that effect from the model, 
and re-run the model, as follows:

1 Return to the Fit Model window.
2 In the Construct Model Effects box, select the Type*Size Co effect and click Remove.
3 Click Run Model. Figure 4.38 shows the new Effect Tests outline.

Figure 4.38 Effect Tests Outline

The p-value for the Size Co effect is large, indicating that there are no differences between different 
sized companies in the broader population of all companies. The p-value for the Type effect is small, 
indicating that the differences you saw in the data between computer and pharmaceutical companies is 
not due to chance. You can conclude that there is a real difference between computer and 
pharmaceutical companies in the broader population.

About Advanced Modeling and Analysis
You can perform advanced statistical modeling and analysis using JMP platforms in these categories:

• “Modeling,” p. 109

• “Multivariate Methods,” p. 110

• “Reliability and Survival,” p. 111

Note: You can access these platforms from the Analyze menu.

Modeling
Platforms that provide advanced modeling techniques include the following:
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Screening Use the Screening platform to analyze screening designs when you want to sift 
through a large number of factors.

Nonlinear Use the Nonlinear platform to fit models that are nonlinear in the parameters.

Neural Net Use the Neural Net platform to fit a simple, one-layer neural net. A neural net model 
is efficient and flexible in modeling a wide variety of response surfaces.

Gaussian Process Use the Gaussian Process platform if you want a flexible response surface 
that responds to local features. You can also fit no-error models, which are common in areas like 
computer simulations, where a given input always results in the same output.

Partition Use the Partition platform to fit classification and regression trees.

Time Series Use the Time Series platform to analyze time-correlated data and to fit ARIMA and 
smoothing models.

Categorical Use the Categorical platform to tabulate categorical response data and to calculate 
test statistics. You can use this platform to analyze surveys and other categorical response data.

Choice Use the Choice platform to model complex choices, such as those used in consumer 
research experiments. You can use this platform for market research and product design.

Multivariate Methods
Platforms that explore relationships among multiple variables include the following:

Multivariate Use the Multivariate platform to investigate relationships among correlated response 
variables using these methods (to name a few):

• Scatterplot matrices

• Principal components

• Multivariate outlier plots

Cluster Use the Cluster platform to cluster observations using these methods:

• Hierarchical

• K-means

• EM (expectation maximization)

Principal Components Use the Principal Components platform to derive linear combinations 
of variables that explain the variability in the data.

Discriminant Use the Discriminant platform to derive linear combinations that you can use to 
predict group membership.

PLS Use the PLS platform to fit models using partial least squares. Use PLS when there are more 
x-variables than observations.

Item Analysis Use the Item Analysis platform to fit response curves from Item Response Theory, 
allowing you to analyze surveys or test data.
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Reliability and Survival
Platforms that analyze and fit models to survival, reliability, and other time-to-event data include the 
following:

Life Distribution Use the Life Distribution platform to analyze and fit distributions to 
time-to-event data.

Fit Life by X Use the Fit Life by X platform to analyze data from accelerated life testing.

Recurrence Use the Recurrence platform to analyze time-to-event data where an event can 
occur more than once per unit. You can use this platform when a unit breaks down, is repaired, 
and is put back into service.

Survival Use the Survival platform to analyze survival data using product-limit (Kaplan Meier) 
computations.

Fit Parametric Survival Use the Fit Parametric Survival platform to fit parametric censored 
data. This platform is a personality of the Fit Model platform.

Fit Proportional Hazards Use the Fit Proportional Hazards platform to fit proportional hazard 
regression models using a Cox model. This platform is a personality of the Fit Model platform.





Chapter 5
Customizing JMP

Saving Results, Table Variables, Scripts, and Preferences

Some of the ways you can customize JMP include the following actions:

• Saving platform results as journals or projects

• Creating table variables to use in formulas or as notes

• Creating scripts to reproduce analyses or graphs

• Changing preferences

Figure 5.1 Customization Examples
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Saving Platform Results

Saving Platform Results
You can save platform results using journals or projects. You can share these results and recreate them at 
any time. For full details about journals and projects, see the JMP User Guide.

Journals
You can save platform reports for future viewing by creating a journal of the report window. The 
journal is a copy of the report window. You can edit or append other reports to a journal. The journal is 
not connected to the data table.

Example: Creating a Journal

As an example of creating a journal, perform the following steps:

1 Open the Companies.jmp sample data table.
2 Select Analyze > Distribution.
3 Assign both Type and Size Co to the Y, Columns role.
4 Click OK.
5 On the Type outline, click on the red triangle menu and select Histogram Options > Show 

Counts.
6 On the Size Co outline, click on the red triangle menu and select Mosaic Plot.
7 To journal these results, select Edit > Journal. The results are duplicated in a journal window.

Figure 5.2 Journal of Distribution Results
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The results in the journal are not connected to the data table. For example, if you click the Computer 
bar on the Type bar chart, no rows are selected in the data table.

Adding Additional Analyses

If you perform a different analysis, you can add the results to an existing journal. For example, perform 
these steps:

1 With a journal open, select Analyze > Distribution.
2 Assign profit/emp to the Y, Columns role.
3 Click OK.
4 Select Edit > Journal. The results are appended to the bottom of the journal.

Projects
You can save multiple JMP file types (such as data tables, reports, journals, and scripts) into a single file 
by creating a project. The project file contains all the information needed to re-open all of the included 
files. 

Example: Creating a Project

To create a project, perform these steps:

1 Open the Companies.jmp sample data table.
2 Select Analyze > Distribution.
3 Assign Profits ($M) and profit/emp to the Y, Columns role.
4 Click OK.
5 To start a new project, select File > New > Project. The Project window appears on the left side of 

the JMP window. See Figure 5.3.
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Figure 5.3 Initial Project Window

6 Type a name for the project.
7 To add the Distribution results to the project, right-click on the project name and select Add 

Window.
8 On the Select a Window window, select the Distribution results. See Figure 5.4.

Figure 5.4 Select the Distribution Results

9 Click OK. The Distribution results are added to the project. See Figure 5.5.

Initial Project 
window
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Figure 5.5 Distribution Results Added to the Project

10 To add the Companies.jmp data table to the project, repeat step 7 and select the Companies data 
table from the window.

11 Click OK. The data table is added to the project. See Figure 5.6.

Figure 5.6 Companies Data Table Added to the Project

You can double-click on the links in the project to open the data table and recreate the Distribution 
results.

Working with Table Variables
You can use table variables as text to attach notes to a data table. You can also use table variables as 
numbers in column formulas.

Example: Viewing and Editing Table Variables
To see an example of a table variable, open the Companies.jmp sample data table. A table variable 
called Notes appears in the table panel. See Figure 5.7.

Distribution results 
added to the project
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Figure 5.7 Table Variable

To view or edit the contents of the table variable, double-click on the contents portion. See Figure 5.8. 
If you double-click on the table variable name (in this example, Notes), you can edit the name or 
contents of the table variable. See Figure 5.9.

Figure 5.8 View the Contents of a Table Variable

Figure 5.9 Table Variable Window

Creating Table Variables
To create a table variable, perform these steps:

1 Open the Companies.jmp sample data table.
2 Click on the red triangle menu next to Companies and select New Table Variable. See Figure 5.10.

Table variable

Double-click here to 
show the contents of 
the table variable.
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Figure 5.10 Create a New Table Variable

3 Type a name for the table variable in the Name box.
4 Type the contents of the variable in the Value box. See Figure 5.11.

Figure 5.11 Table Variable Window

5 Click OK. The table variable is added to the table panel. See Figure 5.12.

Figure 5.12 Table Variable is Added

Working with Scripts
While a platform report window is open, you can create scripts to reproduce your analyses or graphs. 
The scripts are saved to the data table, and you can run them at any time.

New table variable
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Example: Creating and Running a Script
To create and run a script, perform these steps:

1 Open the Companies.jmp sample data table.
2 Select Analyze > Distribution.
3 Assign Type and profits/emp to the Y, Columns role.
4 Click OK.
5 Click on the red triangle menu next to Type and select the following:

– Histogram Options > Show Counts

– Confidence Interval > 0.95

6 Click on the red triangle menu next to profit/emp and select the following:

– Outlier Box Plot, to remove the outlier box plot

– CDF Plot

7 Click on the red triangle menu next to Distribution and select Stack.
8 To save this analysis as a script, click on the red triangle menu next to Distributions and select 

Script > Save Script to Data Table. See Figure 5.13. The script appears in the table panel. See 
Figure 5.14.

Figure 5.13 Save Script to Data Table

Figure 5.14 Distribution Script

9 Close the Distribution report window.

Distribution script
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10 To recreate the analysis, click on the red triangle menu next to the script (Distribution) and select 
Run Script. See Figure 5.15.

Figure 5.15 Running the Distribution Script

Scripts and JSL

The scripts you created in this section contain JMP Scripting Language (JSL) commands. You can 
develop JSL scripts independently of platforms and data tables. For complete details about JSL, see the 
JMP Scripting Guide.

Changing Preferences
You can change preferences in JMP using the Preferences window. To open the Preferences window (see 
Figure 5.16), select File > Preferences.

Run the table script to 
recreate the analysis
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Changing Preferences

Figure 5.16 Preferences Window

On the left side of the Preferences window is a list of categories. On the right side of the window are all 
of the preferences that you can change for the selected category.

Example: Changing Preferences
Every platform report window has options that you can turn on or off. However, your changes to these 
options are not remembered the next time you use the platform. If you want JMP to remember your 
changes every time you use the platform, change those options in the preferences window. For example, 
perform these steps:

1 Open the Companies.jmp sample data table.
2 Select Analyze > Distribution.
3 Assign Profits ($M) to the Y, Columns role.
4 Click OK. Figure 5.17 shows the report window.
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Figure 5.17 Distribution Report Window

Notice that the histogram is vertical, and the report window includes an outlier box plot. If you want to 
change the histogram to horizontal, and remove the outlier box, you can select the appropriate options 
on the Profits ($M) red triangle menu. However, if you want those preferences to always be in effect 
when you use the platform, then change them in the Preferences window:

1 Select File > Preferences.
2 Select the Platforms category in the left panel.
3 Select Distribution from the Platforms list.
4 Select the Horizontal Layout option.
5 Deselect the Outlier Box Plot option. Figure 5.18 shows the Preferences window.
6 Click OK.
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Figure 5.18 Distribution Preferences

If you repeat the Distribution analysis, you can see that the histogram is now horizontal and the outlier 
box plot does not appear. These preferences remain the same until you change them.

For details about all of the preferences, see the JMP User Guide.





Chapter 6
Special Features

Automatic Updating, Using Flash, and Integrating with SAS

Using some of the special features in JMP, you can do the following actions:

• Update analyses or graphs automatically

• Create files to show results outside of JMP using the Adobe Flash Player

• Integrate with SAS to access advanced analytical features

Figure 6.1 Examples of Special Features



Contents
Automatically Updating Analyses and Graphics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

Example: Using Automatic Recalc . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
Creating Flash Versions of the Profiler and Bubble Plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
Integrating JMP and SAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134



6
S

p
e
c
ia

l F
e
a
tu

re
s

Chapter 6 Special Features 129
Automatically Updating Analyses and Graphics

Automatically Updating Analyses and Graphics
When you make a change to a data table, you can use the Automatic Recalc feature to automatically 
update analyses and graphs that are associated with the data table. For example, if you exclude, 
unexclude, or delete values in the data table, that change is instantly reflected in the associated analyses 
or graphs. Note the following information:

• Some platforms do not support Automatic Recalc. For more information, see the JMP Statistics and 
Graphics Guide.

• For the supported platforms in the Analyze menu, Automatic Recalc is turned off by default.

• For the supported platforms in the Graph menu, Automatic Recalc is turned on by default (except 
for Variability/Gauge Chart, Capability, and Control Chart).

Example: Using Automatic Recalc
To use Automatic Recalc, look at financial data for 32 companies from the pharmaceutical and 
computer industries.

1 Open the Companies.jmp sample data table.
2 Select Analyze > Fit Y by X.
3 Assign Sales ($M) to the Y, Response role.
4 Assign # Employ to the X, Factor role.
5 Click OK. See Figure 6.2.

Figure 6.2 Initial Scatterplot

You can see from the initial scatterplot that one company has significantly more employees and sales 
than the other companies. You decide that this company is an outlier, and you want to exclude that 
point. Before you exclude the point, turn on Automatic Recalc so that your scatterplot is updated 
automatically when you make the change.

6 Turn on Automatic Recalc by clicking on the red triangle menu and selecting Script > Automatic 
Recalc.

7 Click on the outlier to select it.
8 Select Rows > Exclude/Unexclude. The point is excluded from the analysis and the scatterplot 

automatically updates. See Figure 6.3.

Outlier
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Figure 6.3 Updated Scatterplot

If you fit a regression line to the data, the point in the lower right corner has a significant influence on 
the slope of the line. If you then exclude that point with Automatic Recalc turned on, you see the slope 
of the line change.

9 Fit a regression line by clicking on the red triangle menu and selecting Fit Line. Figure 6.4 shows the 
regression line and analysis results added to the report window.
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Figure 6.4 Regression Line and Analysis Results

10 Click on the point to select it.
11 Select Rows > Exclude/Unexclude. The regression line and analysis results are automatically 

updated, reflecting the exclusion of the point. See Figure 6.5.
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Figure 6.5 Updated Regression Line and Analysis Results

When you exclude a point, it does not hide it in the scatterplot; it simply does not include it in the 
analysis. You can also hide the point in the scatterplot by clicking on the point and selecting Rows > 
Hide/Unhide.

Creating Flash Versions of the Profiler and Bubble Plot
If you want to show the interactive results of a profiler or bubble plot outside of JMP, you can export a 
.SWF file that can be viewed using the Adobe Flash Player. The .SWF file can be imported into 
presentations and web applications. You can also save the results as an HTML page with the .SWF 
output embedded.

To demonstrate creating a Flash version of the Bubble Plot, do the following steps:

1 Open the PopAgeGroup.jmp sample data table.
2 Select Graph > Bubble Plot.
3 Assign Portion60+ to the Y role.
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4 Assign Portion 0-19 to the X role.
5 Assign Country to the ID role.
6 Assign Year to the Time role.
7 Assign Pop to the Sizes role.
8 Assign Region to the Coloring role.
9 Click OK. See Figure 6.6.

Figure 6.6 Initial Bubble Plot

10 Click on the red triangle menu and select Save As Flash (SWF).
11 In the Save As SWF window, select the location to which you want to save the file.
12 Click Save. The Flash version of the Bubble Plot is saved as HTML and appears in a web browser. 

See Figure 6.7.
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Figure 6.7 Flash Version of Bubble Plot

For additional information about the Flash versions of the Profiler and Bubble Plot platforms, or for 
instructions on importing the Flash versions into Microsoft PowerPoint 2007, see the following link:

www.jmp.com/support/swfhelp/en/

Integrating JMP and SAS
Using JMP, you can interact with SAS as follows:

• You can write or create SAS code in JMP.

• You can submit SAS code and view the results in JMP.

• You can connect to a SAS Metadata Server or a SAS Server on a remote machine.

• You can connect to SAS on your local machine.

• You can open and browse SAS data sets.

• You can retrieve and view data sets generated by SAS.

Note: For complete details about integrating JMP and SAS, see the JMP User Guide.

As an example of integrating JMP and SAS, perform the steps in the following sections:

• “Create SAS Code,” p. 135

• “Submit SAS Code,” p. 135

file://localhost/Users/mistep/Documents/Microsoft%20User%20Data/Saved%20Attachments/www.jmp.com/support/swfhelp/en/
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Create SAS Code

To create SAS code in JMP, look at nutrition data for candy bars.

1 Open the Candy Bars.jmp sample data table.
2 Select Analyze > Fit Model.
3 Assign Calories to the Y role.
4 Assign Total fat g, Carbohydrates g, and Protein g as model effects.
5 To generate the SAS code that lets you run the same model in SAS, click on the red triangle menu 

and select Create SAS Job. Figure 6.8 shows the SAS code (not all of the data is shown here.)

Figure 6.8 SAS Code

Submit SAS Code

To submit code (see Figure 6.8) to SAS from within JMP, take the following steps:

1 Perform steps 1 through 4 in the section “Create SAS Code,” p. 135. Step 5 is optional.
2 In the Fit Model window, click on the red triangle menu and select Submit to SAS.
3 In the Connect to SAS Server window (see Figure 6.9), choose a method to connect to SAS (if you 

are not already connected). For this example, select Connect to SAS on this machine.
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Figure 6.9 Connect to SAS Server

JMP connects to SAS. SAS runs the model and sends the results back to JMP. The results can appear as 
SAS output, HTML, RTF, PDF, or JMP report format (you can choose the format using JMP 
Preferences). Figure 6.10 shows the results formatted as a JMP report. See the JMP User Guide for 
details.

Figure 6.10 SAS Results Formatted as a JMP Report



Appendix A
Navigating JMP
Menus and Shortcuts

This appendix describes the platforms on the Analyze, Graph, and Tables menus, and describes 
common keyboard shortcuts and mouse actions.

Note: The other menus are described in the JMP Design of Experiments Guide and the JMP User Guide.
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The Analyze Menu
The following table describes all of the platforms in the Analyze menu.

Table A.1 Platform Descriptions in the Analyze Menu

Platform Description Menu

Distribution Provides a histogram for continuous data and 
a bar chart for nominal or ordinal data, along 
with relevant summary statistics. Presents 
options for many one-sample analyses, based 
on modeling type.

Fit Y by X Shows plots that describe the relationship 
between any two variables. Provides analyzes 
based on the modeling types of the two 
variables, such as bivariate, one-way, logistic, 
and contingency analysis.

Matched Pairs Analyzes two continuous variables that are 
measurements on the same experimental unit 
or subject.

Fit Model Fits models involving one or more Y variables 
and multiple X variables. Techniques include 
standard least squares, stepwise, MANOVA, 
loglinear variance, logistic, proportional 
hazards, parametric survival, and generalized 
linear models.
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Modeling • Screening helps in the analysis of two-level 
designs by showing which effects are large.

• Nonlinear fits models that are nonlinear in 
their parameters.

• Neural Net fits a simple one-layer neural 
net model.

• Gaussian Process fits no-error-term models 
that can perfectly interpolate the data.

• Partition recursively partitions the data to 
fit a decision tree.

• Time Series lets you explore and forecast 
univariate time-series data.

• Categorical tabulates and summarizes 
categorical response data.

• Choice lets you analyze and model complex 
choices, such as those used in consumer 
research experiments.

Multivariate 
Methods

• Multivariate explores how multiple 
variables relate to each other.

• Cluster lets you cluster (or group) the rows 
of a data table according to their similarities 
across multiple variables.

• Principal Components derives linear 
combination of variables that capture as 
much of the variability in the original 
variables as possible.

• Discriminant derives linear combinations 
that predict group membership.

• PLS fits models using partial least squares. 
This is useful when there are more 
x-variables than observations.

• Item Analysis fits response curves from 
Item Response Theory, enabling you to 
analyze surveys or test data.

Table A.1 Platform Descriptions in the Analyze Menu

Platform Description Menu
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Reliability and 
Survival

• Life Distribution analyzes and fits 
distributions to time-to-event data.

• Fit Life by X analyzes data from accelerated 
life testing.

• Recurrence Analysis analyzes time-to-event 
data where an event can occur more than 
once per unit. You can use this platform 
when a unit breaks down, is repaired, and is 
put back into service

• Survival analyzes survival data using 
product-limit (Kaplan Meier) 
computations.

• Fit Parametric Survival fits models to 
parametric censored data.

• Fit Proportional Hazards fits proportional 
hazard regression models using a Cox 
model.

Table A.1 Platform Descriptions in the Analyze Menu

Platform Description Menu
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The Graph Menu

The following table describes all of the platforms in the Graph menu.

Table A.2 Platform Descriptions in the Graph Menu

Platform Description Example

Graph Builder Uses an interactive interface to create flexible 
graphs that are useful for visualizing 
multivariate data.

Chart Plots bar, line, pie, needle, and point charts of 
user-specified summary statistics for multiple 
Y variables across the values of up to two X 
variables.

Overlay Plot Plots one or more numeric Y variables across 
the values of a single X variable. Constructs 
several plots in one window using grouping 
variables.
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Scatterplot 3D Produces three-dimensional rotatable plots for 
multiple Y variables. Also displays normal 
contour ellipsoids, nonparametric density 
contours, and biplot rays.

Contour Plot Constructs contour plots for one or more 
numeric response variables, Y, across a grid 
defined by two numeric X variables.

Bubble Plot Displays a scatterplot with points represented 
as bubbles. The bubbles can be grouped, sized, 
colored, and animated across time.

Parallel Plot Draws a coordinate plot that shows connected 
line segments representing each row of the 
data table.

Cell Plot Produces a rectangular array of cells drawn 
with a one-to-one correspondence to data 
table values, and colored by the values in the 
cells.

Tree Map Displays tree maps, which can be thought of as 
bar charts that have been folded over in two 
dimensions.

Scatterplot 
Matrix

Displays scatterplots for all pairs of variables, 
or for a selection of Y variables plotted against 
one or more X variables.

Table A.2 Platform Descriptions in the Graph Menu

Platform Description Example



144 Navigating JMP Appendix A
The Graph Menu

Ternary Plot Displays the compositional makeup of mixture 
data on a two-dimensional plot.

Diagram Creates Fishbone (Ishikawa) diagrams

Control Chart Creates plots of time-ordered data, with 
control limits that bound the variation.

Variability/Gauge 
Chart

Creates a graph of one Y variable versus 
multiple X variables. Analyzes Gauge R&R 
data and calculates variance components.

Pareto Plot Creates a bar chart that displays causes of 
defects in order of decreasing frequency.

Capability Conducts capability analysis on multiple 
responses.

Profiler Displays prediction traces for models. Allows 
optimization using desirability functions, and 
Monte-Carlo simulation.

Table A.2 Platform Descriptions in the Graph Menu

Platform Description Example
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Contour Profiler Displays contours of a prediction formula.

Surface Profiler Creates a 3-dimensional, rotatable, surface 
plot of a model.

Mixture Profiler Displays contours for a prediction formula for 
models involving mixture factors.

Custom Profiler Provides an interface for simultaneous 
optimization of responses.

Table A.2 Platform Descriptions in the Graph Menu

Platform Description Example
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The Tables Menu
The following table describes all of the platforms in the Tables menu.

Table A.3 Platform Descriptions in the Tables Menu

Platform Description Menu

Summary Creates a table containing summary statistics for 
each level of grouping variables.

Subset Creates a subset table of the original table.

Sort Sorts a table by one or more columns.

Stack Stacks columns and creates a new table.

Split Splits one or more columns by the values in 
another column.

Transpose Creates a new table where the columns of the 
new table are the rows of the original table.

Concatenate Stacks multiple tables on top of each other.

Join Adds columns from a second table to the main 
table, by matching columns or row number.

Update Replaces data in a table with values from a 
second table.

Tabulate Constructs tables of summary statistics using an 
interactive interface.

Missing Data 
Pattern

Describes the missing values in the table in terms 
of the columns where they are missing.
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Keyboard Shortcuts and Mouse Actions
This section describes frequently used keyboard shortcuts and mouse actions.

Files

The following table describes keyboard shortcuts for files.

Data Tables
The following table describes general keyboard shortcuts for data.

Table A.4 Keyboard Shortcuts for Files

Command Windows Macintosh

New Data Table Ctrl + N Command + N

New Script Ctrl + T Shift + Command + N

New Journal Ctrl + Shift + J Option + Command + N

New Project Ctrl + Shift + P not applicable

Open File Ctrl + O Command + O

Save File Ctrl + S Command + S

Close File Ctrl + W Command + W

Exit JMP Ctrl + Q Command + Q

Print Ctrl + P Command + P

JMP Help F1 Shift + Command + ?

JMP Preferences Ctrl + K Command + .

Run script Ctrl + R Command + R

Journal a report Ctrl + J Command + J

Table A.5 General Keyboard Shortcuts for Data

Command Windows Macintosh

Cut Ctrl + X Command + X
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The following table describes keyboard shortcuts for searching, finding, and replacing data.

Paste Ctrl + V Command + V

Copy Ctrl + C Command + C

Copy as text not applicable Shift + Command + C

Undo Ctrl + Z Command + Z

Redo Ctrl + Y Shift + Command + Z

Select all Ctrl + A Command + A

Submit to SAS F8 Command + Shift + R

Show previously 
selected row

F2 not applicable

Show next selected row F3 not applicable

Scroll to a column Double click the column 
name in the column panel

Double click the column 
name in the column panel

Increase font size Ctrl + Shift + Plus Sign (+) Command + Plus Sign (+)

Decrease font size Ctrl + Shift + Minus Sign (-) Command + Minus Sign (-)

Select where Ctrl + Shift + W not applicable

Exclude/Unexlcude Ctrl + E not applicable

Clear all selections 
from the data table

Esc Esc

Table A.6 Keyboard Shortcuts for Searching, Finding, and Replacing Data

Command Windows Macintosh

Find Ctrl + F Command + F

Find Next Ctrl + G Command + G

Replace Ctrl + H Command + =

Replace and Find Next Ctrl + I Command + L

Table A.5 General Keyboard Shortcuts for Data

Command Windows Macintosh
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Windows
The following table describes keyboard shortcuts for working with windows.

Mouse Actions

The following table describes frequently used mouse actions.

Table A.7 Keyboard Shortcuts for Windows

Command Windows Macintosh

Close active window Ctrl + W Command + W

Show JMP Starter
(also hide on Windows)

Ctrl + 0 (zero) Command + 0 (zero)

Show Log window
(also hide on Windows)

Ctrl + Shift + L Command + 1

Move window to back Ctrl + B not applicable

Redraw window Ctrl + D Command + D

Table A.8 Frequently Used Mouse Actions

Action Windows Macintosh

Change the number of 
displayed decimal places 
in a report

Double-click the column in 
the report

Double-click the column in 
the report

Turn numeric report 
output into a data table

Right-click and select Make 
Into Data Table

Ctrl + Click and select Make 
Into Data Table

Display row legend in 
most graphics

Right-click in the graphic and 
select Row Legend

Ctrl + Click in the graphic 
and select Row Legend

Select points on a graph Click and drag within a plot. 
Extend selection by holding 
down the Shift key

Click and drag within a plot. 
Extend selection by holding 
down the Shift key

In certain reports, apply 
command to all similar 
reports in that window

Ctrl + Click the red triangle 
then select the command

Command + Click the red 
triangle then select the 
command

Resize all similar graphs 
in a report

Ctrl + resize one graph Command + resize one graph
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Create a subset of the 
data from a histogram

Select a bar or bars, and then 
double-click a bar; or, 
right-click and select Subset

Select a bar or bars, and then 
double-click a bar; or, 
right-click and select Subset

Select options
(relating to journals)

Alt + right-click on blue 
triangle icon

not applicable

Show tree structure Alt + right-click on blue 
triangle icon and select Show 
Tree Structure

Option + click on gray 
disclosure icon and select Edit 
> Show Tree Structure

Table A.8 Frequently Used Mouse Actions

Action Windows Macintosh
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