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In this lab we will use the JMP software to further explore linear regression and gain more practice in transforming data, fitting a least squares regression line to transformed data and making correct interpretations about the fitted results. 

Preparation

Once again we will be using the JMP data set called Televisions.jmp which is available on the Blackboard site under the Course Documents link. Recall that in this file, for each of the forty largest countries in the world (according to 1990 population figures), data are given for the country's life expectancy at birth, number of people per television set, and number of people per physician. SOURCE: The World Almanac and Book of Facts 1993 (1993), New York: Pharos Books.

Variable Descriptions:
Columns

 1       Country

 2       Life expectancy

 3       People per television

 4       People per physician

 5       Female life expectancy

 6       Male life expectancy 

Missing values are denoted with *.

Questions

1) Let us continue exploring the relationship between the life expectancy of a country and the number of people per television set by fitting a number of models to these two variables. 


(a) First construct a scatterplot for the life expectancy of a country versus its number of people per television set in the usual way, by going to the “Analyze” -> “Fit Y by X” command, placing “LifeExp” in the “Y” role, adding “People/Television” to the “X, Factor” role, and finally pressing the “OK” button. Based on this scatterplot and the criteria discussed in class for determining the presence of extreme covariate values (in our case, People/Television), would you remove any data points before continuing with the regression analysis? If so, then go to the JMP data table and exclude those points, and then record those points below with an explanation for why you chose to remove them.



(b) Next, using your potentially revised data set, fit a linear regression model to predict the life expectancy of a country using its number of people per television set in a slightly different way than usual, by going to the “Analyze” -> “Fit Model” command, placing “LifeExp” in the “Y” role, adding “People/Television” to the “Construct Model Effects” box, changing the “Emphasis” to “Minimal Report”, and finally pressing the “Run” button.

(i) From the red triangle at the top of the JMP output for the “Fit Model” procedure, go to “Row Diagnostics” twice in order to select both “Plot Residuals by Predicted” and “Plot Residuals by Row”. 


(ii) Based on the plot of the residuals by the predicted values and the criteria discussed in class, do you think that there is evidence to suggest a nonlinear relationship between life expectancy and people per television? Please explain your answer.



(iii) Based on the plot of the residuals by row (order of data collection) and the criteria discussed in class, do you think that there is evidence to suggest that the data points are not independent of one another? Please explain your answer.
(iv) To verify the normality assumption, from the red triangle next to the response, choose save column > residual. The residuals will be saved in a new column of the data frame. From the Analyze menu, choose distribution platform, and select residual column as the Y variable.  To get the normal quantile plot, use the red triangle next to the Residual and choose Normal Quantile Plot.  Does the plot suggest that the normality assumption is satisfied?  Please explain your answer.

2) Now let us explore the effect of transforming the life expectancy data, the people per television set data, or both, on the fit of a linear model. 


(a) Based on the guidelines we’ve discussed in class about transforming data, let’s use the “Fit Model” command to try a variety of different transformations and look for the best one. As before, go to “Analyze” -> “Fit Model”, place “LifeExp” in the “Y” Role, add “People/Television” to the “Construct Model Effects” box, and change the “Emphasis” to “Minimal Report”. Now, after highlighting “People/Television” inside the “Construct Model Effects” box, or “LifeExp” in the “Y” Role, or both, go to the red triangle near the bottom of the “Fit Model” window next to the word “Transform” and apply the appropriate transformation to the data in order to fill in the table below. Remember to further use the “Plot Residual by Predicted” and “Plot Residual by Row” commands to check the adequacy of each model. You may enter your own ideas for transformations in the empty rows at the end of the table.



	Transformation on X
	Transformation on Y
	R2
	Adequate?
	Reason(s)

	None
	None
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	None


	
	
	

	Any other transformations you wish to try?  List the transformation(s) and your results here.

	
	
	
	

	Any other transformation?

	
	
	
	


(b) After exploring all of the transformations, decide on one model to use in the next part of the analysis. Indicate which model you have selected in the space below, and also express the model in the original unit of the response variable Y.


3) Now that you have settled on a model to use in the regression analysis, use the JMP software to build a 95% prediction interval for the life expectancy of a country that has 6 people per television. Recall that to do this you must first add a new row to the Televisions data set and assign a value of 6 to the “People/Television” column. Then, after using the “Analyze” -> “Fit Model” command to fit your chosen model, you must go to the red triangle at the top left of the output window and select “Indiv Confidence Interval” from the “Save Columns” option under the red triangle. This will place the 95% prediction interval lower bound and upper bound for each data point as values of two new columns in the Televisions data table.

Record the 95% prediction interval derived from your model for the life expectancy of a country that has 6 people per television in the space below:

95% prediction interval: 


4) (Optional) What kind of fits do you think you would have seen for the transformed data had you not excluded any data points? If you have time, go back and explore the adequacy of each model for the different combinations of transformed data where no data points are excluded. Can you find a model of transformed data that actually performs better when no data points are excluded? What does this tell you about removing extreme observations from the data set?
_1392379954.unknown

_1392380554.unknown

_1392380565.unknown

_1392380540.unknown

_1392379815.unknown

