
MA 214Lecture 07 - 08
Estimation ofError Unice

th

Range ofslopes that we can get.
E:MSE

Infertial queting jrxi-x,"=E
The intercepts

all the slope. e

-Mean Squal Ever (MSE)Data despritition
Example:As a change, how is being impactel?

For
every year increase in the amount ofexperience a

We use the simple data to approximate
the population men.

person has, the average
Lossor the degreesof

·Predictions frealous
Use input with a statistics model, to predict the output.

Krow x, not to know
y SSE's degrees offreedom is in-29

Control problems

knowy, wet to know.
·xmple

Y=125
Fitzl value:8

-25=85t
14.2e

·Resident:
y

- y =9-6 =1

·Actual vale:4.

Salwy=-0.7 +14. Experience.
Model onlyvalid in its range ofthe x values. Ifthe computations are were

·Exploration. currently,
the residuals are

always add up
to zero.

Danger ofExtrpolation.

Same reput finitions
·=T,y-:y:-1,2,xy:

Predicted rules or fitted values

Example:Can the rulesof3-1.2.2.1. 1.2. -13
·y =B0 +Bixi i =1.2, ...,

· Residuals ·N. To sumesicals has to be

·ei=yirli, i=1.2, 3.... . adds up
to zero.

·Error Sunof Squires -SSE).
· I., e

· Resiculs in OtterJams"
X. x2, XS..... XU

I, men averages

Resichats in this can is:

- X, -xs. 1x2-X). .... Xu-YS



frence about more parameters. Hypotless testing procedves).

Ifirence about $.: Stipe 10: The isno line association between X and Y.

To testHole Ha! The exists a lives association between X and Y.

b =w

Mamatically. H0:B, =0

Test statistic:
Ha: B, to

t -b. where sysis is the stuckal error ofthe DF:n-2.
Sysis

estimate, and is given by:

-Sis =

2xi-x,"
· Su, lahtin process:

· " Example:

· Si, I we the a Reject Ho (r t t0.025 co-tourswith 10 of

: sb, sque
notgo sis

Example:Test the hypothesis Hr:B,=0 vs. Ha:B, to at 5% ofsignificance.

"General to test fun"
In a sense,"the intempt"value maynot

Ho:qu:yo have anypractical meaning most ofthe times.

them we will be:to statal error. Ifrace about the dependent variable. (Cofidence Intervals

Two types ofinferences. Estimation ofMen Problems

Confidence Interals for Fificence about model pummeters. Ifirence about the men ofy a expectal value ofyou
Elys at a given value ofx: x Amage, a

In B, with confidence officient (1 - a) is given by: "everyue"

B" Its
Predictionofan individual value of y

at a given
value of x =

xp. "Capture a target in a ruden...""Particular"

to is based an in-2s aegues ofJuedoms. Example:
"Individual cutcouce"

A

B=14.229. Sy51) =2.553. to.025:2.228 -1st). Y Y =B0+$, x

3-16.541,14.421

3 Ey1x=5

5 Y



Example:Costact a 95% anfidence interalfr Eil) at x =5. Interal estimation ofECY at x =xue

This is an estimate for the average annual salayfor Point Estimate ofEly):Yue:B0+13,xm.
all the people.

idem problem"

vidence

Interol inmy
e

EIx=5) and Ecx=4s in this case, the simple menu X:5.5

5will be mover withfor the cadence interal

than the 9.

9 is closer to the burlary.
Providing less useful info than 5.

Prediction problem
"

"My best guess isalways the average".

The best pudictor ofa vendors

predictor is always the mean

Prediction interal ofY at x =

xp

Best Proliator o y:Yp =10 +$,Xp

Stuluh Error ofYp.

sipps:8/+
Note:S"yp):""+ siyms

Prediction interval ofY at x =xP

Yp =t= scp



Regression Amlysis:Part II

mntify how well the model fits the data.

Judge ifthe find vegession mole isa

alegute description ofthe chute.

·"Howin the ct
prints are fun the mean?"

The distance from the data points to the men

is "error", or residual.

SSTr=yi-y," and Reall:SSE: Zeit
this isthe amountoferrors.

↓ with the "Ninyountin"

SSK:SSTO-SSE

Regression Sun ofSymes.

Aulysis ofVance Approach to Regnossim

Put Expliced byRegession Model -SSRI

Well Vairabilityin y 135T0)

Put remains unexplored by regression.SSE)

Let's
say:SSTO:10

SSE =8

then SSK:2

The camptof"How may percent ofthe model can be explained?"


