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MA 214: Applied Statistics

Instructor: Ashis Gangopadhyay

Regression Analysis

Part I
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Where We’ve Been

 Characterizing populations based on 

certain features of the populations 

(population parameters), such as  

mean, median, standard deviation, etc.

 Comparing between these features 

across populations.
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Where We’re Going

 Develop statistical models that 

describe the relationship between 

two more variables.

 Quantify the strength of the 

relationship.

 Use the model for prediction.
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History

• Developed by Sir Francis Galton (1822-
1911) in his article “Regression towards 
mediocrity in hereditary structure”

MA 214

Regression Model 

MA 214

About Models……

”All models are wrong, but some are useful.”

-George E. P. Box
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Relationship between Variables

 Functional Relationship:

y = Total sales volume of a product at $2/unit

x = Number of units the product sold

Regression Analysis

y = 2x

Data:

Month x y
1            75        $150
2            55        $110
3            90        $180
4          105        $210

MA 214
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Relationship between Variables

 Scatter Plot of the Data and Trendline

 All observations are directly on the line!

Regression Analysis

Data:

Month x y
1            75        $150
2            55        $110
3            90        $180
4          105        $210
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In the linear relationship Y=52+4X, the 
slope 4 indicates….

1 2 3 4

0% 0%0%0%

1 2 3 4

0% 0%0%0%

1. For every unit 
increase in y, x 
goes up by 4 units.

2. For every unit 
increase in x, y 
goes up by 4 units.

3. Regardless of x, y 
remains the same.

4. None of the above.
MA 214
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Statistical Relationship between 
Variables

Example:

 An academic advisor wants to predict more 

accurately the average annual salaries of 

graduating students. 

 She believes that variables, such as the 

major, years of related experience, GPA,

and SAT score, affects a person's salary. 

MA 214

 To investigate this further, she randomly selected 
twelve recent alumni, and collected data on the 
annual salaries of these individuals, along with 
information on the variables mentioned above. At 
this time, we look at a portion of the collected data.

Statistical Relationship between 
Variables
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Example Data Set

 Here is the full data set acquired by the advisor:

Regression Analysis

SAT GPA # Drinks/Week Yrs. exp. Major Salary
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Example Data Set

 For now we will focus on these two variables.

1 Regression Analysis

SAT GPA # Drinks/Week Yrs. exp. Major Salary
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Relationship between Variables

 Statistical Relationship Between Variables

Example: The variables are years of related experience 

and annual salary of the twelve people in the sample.

Regression Analysis

Person Years of experience Annual salary (in thousands of $)
1                               4                                                82
2                               7                                               101
3                               10                                             149
4                               4                                                56
5                               7                                               105                                 
6                               7                                               104 
7                               6                                                30
8                               7                                               105
9                               5                                                71
10                             2                                                24
11                             2                                                30
12                             5                                                74
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Relationship between Variables

 Scatter Plot (Graphical Description of Regression Data): 

Dependent variable (y) is plotted against each covariate 

(x) in a two-dimensional plot.

Regression Analysis
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Relationship between Variables

 Clearly the data points do not fall on a line. Still, one can 

visualize a straight line that can be used to describe the 

underlying “trend” (average) of this data. This describes 

a statistical relationship between the two variables.

Regression Analysis

MA 214
17

Relationship between Variables

Regression Analysis
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A Formal Definition

 Regression analysis is a statistical technique 

concerned with relating a variable of interest called 

dependent variable denoted by y (also called 

response variable), to a set of independent 

variables (also called covariates or predictors) 

denoted by x1, x2, …. 

 The objective of regression analysis is to build a 

statistical model that can adequately describe, 

predict and control the dependent variable on the 

basis of independent variables. 

Regression Analysis
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A real estate agent wants to predict the price the homes 
in a neighborhood based on the information about the 
number of rooms.  The response variable is

1 2 3 4

0% 0%0%0%

1 2 3 4

25% 25%25%25%1. Price of the homes

2. Number of the 
homes

3. Taxes assessed on 
the homes

4. Need to know more 
about the problem
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Selection of a Statistical Model

 In general, selection of statistical model is dictated on 

the type of dependent variable, and covariates included 

in the study. One can use the following rule to decide 

about the appropriate statistical model that can be used 

to analyze a data. Keep in mind that there are 

exceptions to these general rules.

Regression Analysis

Covariates Continuous Nominal

Continuous Regression Logistic Regression

Nominal ANOVA Categorical Data 

Analysis

Dependent Variable
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21

Simple Linear Regression Model

 Suppose we have data {(xi,yi), i = 1,2,…,n}

 A simple linear regression model describes the relationship 

between the dependent variable Y and the independent variable 

X as follows:

where

yi is the value of the dependent variable for the ith observation

xi is the value of the independent variable for the ith observation

Regression Analysis

nixy iii  ..., ,2 ,1     ,10  

MA 214
22

Simple Linear Regression Model

 β0 is the intercept term of linear regression

 β1 is the slope of the linear regression

 εi is the random error term associated with the ith observation. 

We generally assume that the random errors {εi, I = 1, 2, …, n} 

are independent and normally distributed with mean 0 and 

variance σ2.

 Note: β0, β1, and σ2 are the parameters of the model

Regression Analysis

nixy iii  ..., ,2 ,1     ,10  
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Yi = βo + β1*Xi + εi

ε ~ N(0,σ2)  E(εi) = 0

E(Yi ) = βo + β1*Xi

X1 X2

E(Y1)

E(Y2)

Y

X

Regression Analysis 

Linear Regression Model

MA 214

Y

X

β0

β1

1.0

iii XY   10

εi

Xi

Yi

Regression Analysis 

Linear Regression Model
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Regression Analysis 

Danger of Extrapolation!!

extrapolation extrapolationinterpolation

MA 214
26

Simple Linear Regression Model

 A Graphical Description of Linear Regression Model

Regression Analysis
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Simple Linear Regression Model

 Example (continued):

Suppose we decide to use the following linear regression model 

to describe the data:

 For observation #1: x1 = 4, y1 = 82

Thus: 82 = -.6 + 4*15 + ε1, or, ε1 = 22.6

 For observation #5: x2 = 7, y2 = 105

Thus: 105 = -.6 + 7*15 + ε2, or, ε2 = .6

and so on…

Regression Analysis

12 ..., ,2 ,1     ,156.  ixy iii 
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Estimation of parameters

 1.4.2 Estimation of model parameters β0 and β1

Least square criterion

The “best” regression line (called least square line) is the one 

that minimizes the vertical sum of square deviations from the 

data points to the fitted line.

 Mathematically, it means that we need to choose the 

parameters β0 and β1 that minimize the following function:

Regression Analysis

   
2

1
1010 , 




n

i
ii xyf 
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Estimation of parameters

 This minimization can be carried out using calculus, leading to 

the solutions:

Regression Analysis
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Optional material: 
Derivation of slope and intercept estimates

 To find the pair of points (β0, β1) that minimizes the function f(.,.), 

we compute the partial derivative of the function f with respect to 

β0 and β1.

Regression Analysis

     
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Optional material: 
Derivation of slope and intercept estimates

 Thus:

Regression Analysis
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Optional material: 
Derivation of slope and intercept estimates

 These two equations are called normal equations. As can be 

verified easily, the solutions of these two equations are given by:

Regression Analysis
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Computations of Slope and Intercept

 Example Fit the least square line to the data in example 1.

Regression Analysis

ID X Y X2 Y2 XY

1 4 82 16 6,724 328

2 7 101 49 10,201 707

3 10 149 100 22,201 1490

4 4 56 16 3,136 224

5 7 105 49 11,025 735

6 7 104 49 10,816 728

7 6 30 36 900 180

8 7 105 49 11,025 735

9 5 71 25 5,041 355

10 2 24 4 576 48

11 2 30 4 900 60

12 5 74 25 5,476 370

Total 66 931 422 88021 5960

MA 214
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Computations of Slope and Intercept

 Example Fit the least square line to the data in example 1.

Regression Analysis

Thus

5960,931,66
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1

12

1

12

1
   i iii ii i yxyx

88021,422
12

1

212

1

2  


i ii i yx
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Computations of Slope and Intercept

 Example Fit the least square line to the data in example 1.

Regression Analysis

The estimates of are ˆ and ˆ
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  
   2

11

2

111
1̂













n

i i

n

i i

n

i i

n

i i

n

i ii

xxn

yxyxn


    
   

229.14
6642212

93166596012ˆ
21 






MA 214
36

Computations of Slope and Intercept

 Example Fit the least square line to the data in example 1.

Regression Analysis

The estimates of are ˆ and ˆ
10 
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Computations of Slope and Intercept

 Example Fit the least square line to the data in example 1.

Regression Analysis

The least square line is given by: 

XY 229.14675.0ˆ 

MA 214
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Computations of Slope and Intercept

Regression Analysis

XY 229.14675.0ˆ 
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Interpretations of the fitted model

 Data Description

For every 1 year increase in the amount of experience a person 

has, the average annual salary goes up by about $14,229.

 Prediction

The fitted model can be used to predict the annual salary of a 

new person that has started a new job. Suppose this person has 

5 years of experience, what is the estimated annual salary of the 

person?

Predicted value of y at x = 5: 

Regression Analysis

5229.14675.0ˆ Y
469,70$ i.e.  ,469.70ˆ Y
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Interpretations of the fitted model

 Control

If the annual salary of a person is $125,000, what is the 

estimated years of experience?

Regression Analysis

125Y

X229.14675.0125 

Thus, the model implies:

Or,

83.8
229.14

675.0125



X years

MA 214

A regression model y = 10+0.9x is proposed to relate the 
final exam score (y) to the midterm score (x).  Jill scores 
90 in the midterm. What is her predicted score for final?

1 2 3 4

0% 0%0%0%

1 2 3 4

25% 25%25%25%1. 91

2. 89

3. 81

4. Can’t be determined 
from the information 
given.

MA 214

Clicker Question…..

For the salary example, the least square line is given by (approximately)  
Salary = -0.7 + 14*Experience

What is the average 
salary of an 
employee with 20 
years of 
experience?
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What is the average salary of an employee with 20 
years of experience?

1 2 3 4

0% 0%0%0%

1 2 3 4

25% 25%25%25%1. About $100 K

2. About $140 K

3. About $280 K

4. None of the above

MA 214
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Estimation of error variance σ2

Some useful definitions

 Predicted Values or Fitted Values:

 Residuals:

 Error Sum of Squares (SSE): 

Regression Analysis

nixy ii ,...,2,1    ,ˆˆˆ 10  

niyye iii ,...,2,1    ,ˆ 

 

n

i ie1
2
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Estimation of error variance σ2

 1.6.1 Estimation of error variance σ2

Some useful definitions

 Estimate of σ2 (called Mean Squared Error or MSE)

Regression Analysis

 
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Suppose the least square line is given by
𝒀෡ ൌ 𝟒 ൅ 𝟐𝒙 . For a data point (x=2,y=9) the 
(fitted value, residual) are:

1 2 3 4

25% 25%25%25%1. (2,9)

2. (8,9)

3. (8, 1)

4. (1,8)

MA 214
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Estimation of error variance σ2

 Example 1 (Contd.) Estimate of σ2

Regression Analysis

Note: If the computations are 
done correctly, the residuals 
always add up to zero.

x y Fitted values Residuals

Ŷ  YY ˆ

Total approx. 0

MA 214
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Estimation of error variance σ2

 1.6.1 Estimation of error variance σ2

 Estimate of σ2 (called Mean Squared Error or MSE)

Regression Analysis

6.384
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3846

2
ˆ 2 



n

SSE

3846
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2  i ieSSE

61.196.384ˆ 
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Estimation of error variance σ2

 Computational formula for

Regression Analysis

2̂
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Example 1 (contd.) Alternative computation of 2̂
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Inference about model parameters

 Inference about β1

To test H0: β1 = b

 Test Statistic:

, where            is the standard error of the 

estimate      and is given by

Regression Analysis
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1.7 Inference about model parameters

 1.7.1 Inference about β1

Decision Rule:

1 Regression Analysis

H0: β1 = b vs.       Ha: β1 > b

Reject H0 if t > tα

H0: β1 = b vs.       Ha: β1 < b

Reject H0 if t <- tα

H0: β1 = b vs.       Ha: β1 ≠ b

Reject H0 if t < -tα/2 or if t > tα/2
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Inference about model parameters

 Inference about β1

 Note 1: tα and tα/2 values are based on (n-2) degrees of freedom

 Note 2: The hypothesis H0: β1 = 0 vs. Ha: β1 ≠ 0 is of particular 

importance. The null hypothesis H0: β1 = 0 suggests that there is 

no linear relationship between the dependent variable y and 

covariate x; whereas the alternative hypothesis Ha: β1 ≠ 0 

suggests the existence of a linear relationship. Most statistical 

software would automatically report the p-value related to this 

test, as a standard part of regression output

Regression Analysis
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Inference about model parameters

 Inference about β1

 Example: Test the hypothesis H0: β1 = 0 vs. Ha: β1 ≠ 0 at 5% 

level of significance.

Regression Analysis
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Inference about model parameters

 Inference about β1

 Reject H0 if t > t0.025 or t < -t0.025 with 10 df. From the table: 

t0.025 = 2.228

 In our case, t = 5.573, so reject H0 and conclude that annual 

salary is linearly related to the years of experience held by a 

person.

Regression Analysis
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1.7 Inference about model parameters

 Inference about β1

 A confidence interval for β1 with confidence coefficient (1 – α) is 

given by:

 Note: is based on (n – 2) degrees of freedom   

 Example: 95% confidence interval for β1

1 Regression Analysis
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Inference about model parameters

 Thus, every 1 year increase in the number of years of 

experience would result in an average increase of the annual 

salary between $8,541 and $19,920 with 95% confidence.

Regression Analysis
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Inference about β0

 Note that the inference about β0 may not be meaningful unless 

data is available at or near x = 0

 Confidence interval for β0

 where             is the standard error of      given by:

Regression Analysis

 0

2

0
ˆˆ   st

 0̂s 0̂

 
 










n

i i

n

i i

xxn

x
s

1

2
1

22

0
2

ˆ
ˆ 
  














 








n

x
xn

x

n

i in

i i

n

i i

2

1
1

2

1

22̂

MA 214
58

Inference about β0

 Example: Compute a 95% confidence interval for β0

Regression Analysis
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It is important to recognize that this confidence interval has some 
information that has no practical meaning in this context, as it is not 
meaningful to say that the salary of a person is a negative value.
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Inference about β0

 Test of hypothesis for β0

To test H0: β0 = a

 Test Statistic:

 Recall

Regression Analysis
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Inference about β0

 Test of hypothesis for β0

Decision Rule:

 Note: tα and tα/2 values are based on (n – 2) degrees of freedom

Regression Analysis

H0: β0 = a vs.       Ha: β0 > a

Reject H0 if t > tα

H0: β0 = a vs.       Ha: β0 < a

Reject H0 if t <- tα

H0: β0 = a vs.       Ha: β0 ≠ a

Reject H0 if t < -tα/2 or if t > tα/2
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Inference about β0

 Example:

H0: β0 = 0      vs.      Ha: β0 ≠ 0 

Regression Analysis

Test statistic

04.0
14.15

0675.0



t

Reject H0 if t > t0.025 or t < -t0.025. (t0.025 = 2.228 at 10 df).

Thus, do not reject H0.
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What is the most common rational for 
significance testing in regression model?

1 2 3 4

25% 25%25%25%1. To test if the 
intercept is 
significantly large.

2. To test if the slope 
is positive.

3. To test if the slope 
is negative.

4. To test if the slope 
is different from 0.
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 Inference about the dependent variable

Application of Regression Model

Two types of inferences:

• Inference about the mean of y (expected value of y or
E(y)) at a given value of x = xm.

• Prediction of an individual value of y at a given value of
x = xp.
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 Interval estimation of E(Y) at x = xm

Application of Regression Model

Point Estimate of E(Y): 

Confidence interval
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where             is the standard error of the estimate      
given by

 mys ˆ mŷ
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 Example

Application of Regression Model

a. Construct a 95% confidence interval for E(Y) at x = 5. 
This is an estimate of the average annual salary of all 
people with 5 years of experience.

  47.705229.14675.0ˆ my

   
80.5

59

5.55

12

1
61.19ˆ

2








 
mys

95% Confidence Interval for E(Y) at x = 5 is

 39.83 ,55.5780.5228.247.70 
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 Example

Application of Regression Model

b. Construct a 95% confidence interval for E(Y) at x = 9
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95% Confidence Interval for E(Y) at x = 9 is

 150.96 ,82.103578.10228.239.127 
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The CI for E(Y) at x=5 is shorter, because 
x=5 is

1 2 3 4

25% 25%25%25%1. a prime number.

2. is near the 
boundary of the 
dataset.

3. is near the center of 
the dataset.

4. No specific reason, 
just how it is for this 
data.
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 Example

Application of Regression Model

What is the difference between the results in parts a and b?

Fitted line and confidence bands for E(Y)
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 Prediction interval of Y at x = xp

2 Application of Regression Model

Best Predictor of Y: 

Standard Error of 
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Note:                                                   ; i.e., the variance of the best 
predictor at a given value of the covariate is the sum of the estimate of error 
variance and the variance of the estimate of the mean of the dependent 
variable at the same value of the covariate.

   mp ysys ˆˆˆ 222 
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 2.0.5 Prediction interval of Y at x = xp

 Example: Construct a 95% prediction interval of Y at x = 5. This 

prediction interval provides a salary estimate of an individual 

with 5 years of experience.

2 Application of Regression Model

Prediction interval
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 2.0.5 Prediction interval of Y at x = xp

 Note that the prediction interval for Y at x = 5 is significantly 

wider than the confidence interval for E(Y) at x = 5. 

2 Application of Regression Model

95% Prediction Interval for E(Y) at x = 5 is

 116.03 ,91.2445.20228.247.70 
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2 Application of Regression Model

Confidence bands and prediction bands for the data in example 1


