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MA 214: Applied Statistics

Instructor: Ashis Gangopadhyay

Regression Analysis

Part III
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Where We’ve Been

We were discussing….

 How to fit a linear regression model with one 

covariate.

 How to quantify the goodness of fit of the 

model.

 How to verify the adequacy of the fitted 

model.

 How to implement the remedial measures.
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Where We’re Going

 Develop methodology to fit regression 

model with multiple covariates.

 Identify the subset of the covariates that 

provide a simple and useful interpretation of 

the model.

 Understand the nature of nonlinear 

regression models and regression model 

with categorical covariates.
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Multiple Regression

 Often the performance of a regression model can 

be improved by having more than one covariate in 

the linear regression model. The resulting model is 

called a multiple regression model.

Example: A real estate agent wants to develop a model to predict the 
housing prices in a neighborhood based on certain characteristics of 
the homes. She collected the data on the selling prices of eight homes 
recently sold in the neighborhood along with covariate information on 
area, taxes, acreage and rooms.
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Multiple Regression

 Collected Data:
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Multiple Regression

General structure of data in multiple regression

Data:
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Multiple Regression model
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where      are independent random error terms that 
are normally distributed with 0 mean and constant 
variance σ2.

Note that the model implies that all (p – 1) 
covariates are linearly related to the dependent 
variable Y.  Also note that p is the number of 
regression parameters.

i
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Multiple Regression Model
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Multiple regression model

Parameter Estimation

      
n

i pipiip xxyf
1

2
1,1110110 ...,...,, 

Model parameters                               are estimated by 

minimizing the least square criterion:

110 ,...,, p
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Multiple regression model

MA 2141 2 3 4

25% 25%25%25%
1. Average Y increases by 2 

units as X2 increases by 
one unit.

2. Average Y increases by 2 
units as X1 increases by 
one unit.

3. Average Y increases by 6 
units  as X1 increases by 
one unit.

4. Strictly speaking, none of 
these answers are correct.
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Multiple regression model

Fitted model: 
1,122110

ˆ...ˆˆˆˆ
 pp XXXY 

Fitted values: 

Residuals: 

1,122110
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The degrees of freedom of the SSE is

1 2 3 4

25% 25%25%25%1. n-1

2. n-2

3. p-1

4. n-p
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Estimate of σ2  :

Multiple regression model
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Multiple regression model

ANOVA table for multiple regression
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Multiple regression model

Coefficient of determination R2

SSTO

SSR
R 2

Note that R2 measures the proportion of the total 
variability jointly explained by the covariates 
(X1, X2, …, Xp-1)
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Multiple regression model

F-test

0.  toequal are s' allnot   :

0...: 1210
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Note that the null hypothesis states that none of the covariates 

are linearly related to the dependent variable, whereas the 

alternative hypothesis states that at least some of the covariates 

in the model are linearly related to the dependent variable Y,  

hence are useful predictors of the dependent variable. 

The F-statistic in ANOVA tests the following null and 

alternative hypothesis:
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Multiple regression model

F-test

MSE

MSR
F 

This is an important test, as the rejection of the null hypothesis 

states that the model is statistically sound.

Test Statistic:

Decision Rule: Reject H0 if F > Fα

(where Fα is based on Fp-1,n-p distribution).
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Multiple regression model

Test for individual regression parameter βi

 i
i

s
t



ˆ

ˆ


H0 : βi = 0      vs.      Ha : βi ≠ 0

Test Statistic:

Decision Rule: Reject H0 if t > tα/2 or t < -tα/2

(where tα/2 is based on n – p df).
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Real Estate Example

 Consider a simpler problem first.  Suppose we 
wish to model the price of the homes in this 
neighborhood based on two covariates, Area 
and Rooms.

 Fit the model using JMP.
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Real Estate Example
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Real Estate Example

 Thus the fitted model is

Price = 163.99 + 9.08*Area - 23.80*Rooms

 Is this a reasonable model in this 
context?
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Is the model 
Price = 163.99 + 9.08*Area - 23.80*Rooms
reasonable?

1 2 3 4

25% 25%25%25%
1. Yes, it is a good model for 

the response variable 
Price.

2. No, the intercept is too big.

3. No, the estimate of the 
slope for Area seems 
unreasonable.

4. No, the estimate of the 
slope for Rooms seems 
unreasonable.
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Real Estate Example

JMP output

with all four 

covariates
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Correlation plots of the covariates for real 
estate data

Plot shows strong 

correlation between 

some of the covariates.
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Multivariate
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Some important issues in multiple 
regression

Multicollinearity:

When the covariates are highly correlated among themselves, 

difficulties can occur in carrying out inferences for individual 

covariates. In addition, correlation among covariates makes the 

interpretations of the coefficients of the covariates questionable. 

This phenomenon is called multicollinearity.
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Some important issues in multiple 
regression

Consequences of multicollinearity:

 In the presence of multicollinearity, the estimated 

regression coefficients {βi, i = 1, 2, …, n} tend to have 

large variability. This can result in extreme situations 

where the F-test shows a significant overall regression 

relation between the dependent variable and the 

covariates, but then the t-tests for individual βi’s are not 

significant… an apparent contradiction!
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Some important issues in multiple 
regression

Consequences of multicollinearity:

 However, this happens because an individual t-test 

measures the additional contribution of each individual 

covariate beyond that of all other covariates already in 

the model. If a particular covariate if highly correlated 

with the other covariates in the model, then it makes 

very little independent contribution, making the 

contribution of the covariate redundant.
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Some important issues in multiple 
regression

Selection of independent variables

 Suppose in a regression model we have (p – 1) 

covariates. The question is how to come up with a 

subset of these covariates that provide essentially the 

same information about the dependent variable as the 

whole set of covariates currently in the model. The 

objective is to come up with a short list of covariates 

that adequately describe, predict and control the 

dependent variable with minimal multicollinearity.
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Multicollinearity refers to a situation in which

1 2 3 4

25% 25%25%25%1. Residuals are 
correlated.

2. Response variable is 
highly correlated with 
the covariates.

3. High degree of 
correlation between 
the covariates.

4. Negligible correlation 
between covariates.
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Some important issues in multiple 
regression

Model selection techniques

 R2 procedure

 Stepwise procedure

 AIC  (Akaike Information Criterion)

 ..and many others
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Some important issues in multiple 
regression

R2 procedure

 The procedure is implemented by carrying out 

regression of the dependent variable Y on all possible 

subsets of the covariates (X1, X2, …, Xp-1), and 

computing R2 in each case. 

 Objective is to find the subset of the covariates such 

that adding more covariates only leads to a small 

improvement to R2. 
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Some important issues in multiple 
regression

R2 procedure
 Consider the following example: Suppose we have three covariates 

(X1, X2, X3) in the model. Carrying out regression on all possible 

subsets of the covariates, we get the following R2 values.

# of Covariates Covariates R2

1 X1 0.32

1 X2 0.51

1 X3 0.42

2 X1, X2 0.64

2 X1, X3 0.72

2 X2, X3 0.61

3 X1, X2, X3 0.74

 Which of these models is the “best”?
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Some important issues in multiple 
regression

Plot of largest R2 versus # of Covariates in the model
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Some important issues in multiple 
regression

Stepwise Regression

 In multiple regression models, the response variable Y

may depend on many covariates.

 Stepwise regression is a variable selection technique 

that tries to find the subset of the covariates that best 

predicts the response variable Y.

 One advantage of the stepwise procedure is that the 

variable selection is carried out automatically.
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Some important issues in multiple 
regression

Stepwise Regression

 However, the procedure is complex. It involves a series 

of hypothesis testing procedures that decide whether 

to include or not to include a variable in the model. 

There are three variations of the stepwise procedure:

 Forward selection: begin with the smallest possible 

regression model, i.e., with just one covariate, and 

gradually work up to the multiple regression model 

incorporating the largest number of significantly 

important independent variables.
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Some important issues in multiple 
regression

Stepwise Regression

 Backward elimination: begin with all covariates and 

gradually eliminate variables one by one until one 

reaches the point where all remaining covariates are 

significantly important.

 Stepwise: begin in the same way as forward 

selection, but each time a variable is added all 

variables in the model are examined to see if any 

should be eliminated at that step. This is a 

computationally more demanding procedure.
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Some important issues in multiple 
regression

Stepwise Regression (Forward Selection)

 Begin by performing a normal multiple regression. If all 

variables are shown as significant (P-values < α), then 

STOP – the complete model is good.

 But if F-test is significant, but one or more of the p-

values for the t-tests are high (showing some of the 

covariates are not significant), forward stepwise 

regression can be used to develop the best model that 

contains some of the variables as follows.
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Some important issues in multiple 
regression

Stepwise Regression (Forward Selection)
 STEP 1: Do simple linear regression of y vs. each x variable 

individually. Select the x variable with the lowest p-value. (Suppose it 

is X3.)

 STEP 2: Do all possible 2-variable regressions in which one of the two 

variables is X3.

 If none of the 2-variable regressions gives low p-values for both X3

and the other variable – STOP – use the model utilizing only X3.

 If one or more of the 2-variable models gives low p-values for both 

X3 and the second variable, select the model with the lowest p-

values. (Suppose it is the one with X3 and X5) – GO TO STEP 3.
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1.9 Some important issues in multiple 
regression

Stepwise Regression (Forward Selection)
 STEP 3: Do all possible 3-variable regressions in which two of the 

three variables are X3 and X5.

 If none of the 3-variable regressions gives low p-values for each of 

X3, X5, and the other variable – STOP – use the model utilizing only 

X3 and X5.

 If one or more of the 3-variable models gives low p-values for X3, 

X5, and the third variable, select the model with the lowest p-values. 

 GO TO STEP 4 and continue this process.
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Some important issues in multiple 
regression
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Other Model Selection Criterion:  Adjusted R2

45
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# of 

Covariates

Covariates R2 Adj_R2

1 X1 0.32 0.24

1 X2 0.51 0.45

1 X3 0.42 0.35

2 X1, X2 0.64 0.54

2 X1, X3 0.72 0.64

2 X2, X3 0.61 0.50

3 X1, X2, X3 0.74 0.61

Consider the example discussed earlier. Suppose n=10.

Other Model Selection Criterion:  Adjusted R2

46
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Some important issues in multiple 
regression

Plots of largest R2, Adj R2 versus # of Covariates in the model

Max R2 Max Adj R2
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Other Model Selection Criterion:  AIC

48
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Other Model Selection Criterion:  BIC
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Some important issues in multiple 
regression

Some additional topics in regression

 How to incorporate categorical covariates 

in a regression model?
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Some important issues in multiple 
regression

Some additional topics in regression

 Example

Y   : Annual income of a graduate.

X1 : Number of years of experience.

X2 : Gender of the graduate.

Y X1 X2

50 2 Male

42 10 Female

55 1 Male

30 3 Female

63 5 Male

33 6 Female

… … …

The academic advisor continues 
her study on the salaries of recent 
graduates and records several 
additional observations. In total 
she now has the following data for 
16 individuals:
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Some important issues in multiple 
regression

Scatterplot of the data

MA 214
53

Some important issues in multiple 
regression

1,10 ii xy  

Simple Linear Regression

1,187.48125.3 ii xy 
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Indicator Variable

54
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Some important issues in multiple 
regression: Indicator Variable

1,1964.61518. ii xy 

Multiple Linear Regression

2,21,10 iii xxy  
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Indicator Variables

57
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Indicator Variable

This means:

MAJOR

SM 1 0

SS 0 1

HU 0 0

58
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Indicator Variables

59
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Suppose income group is a covariate that 
assumes five levels of income.  How many 
indicator variables are needed?

1 2 3 4

25% 25%25%25%1. 2

2. 3

3. 4

4. 5

60
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Interaction Term

61
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Some important issues in multiple 
regression: Interaction Term

1,381.2524.22 ii xy 

Multiple Linear Regression

2,1,32,21,10 iiiii xxxxy  
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Some important issues in multiple 
regression

Without interaction term With interaction term
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Some important issues in multiple 
regression

2,21,10 iii xxy  

2,1,32,21,10 iiiii xxxxy  

1,10 ii xy  

Comparison of Models R2

0.06694

0.9013

0.9845
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Nonlinear regression

 Polynomial regression of order 2 (second order 

model with one covariate)

 This can be viewed as a multiple regression model 

with two covariates 

    nixxxxy iiii ,...,2,1,2
210  

   221   and  XXXXXX 



3/22/2012

12

MA 214
67

Nonlinear regression

 Example: Use a quadratic model to fit the occupancy limit of a 

building (y) by its length (x).

67


