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Why TSD?

Flat debate mixes many sub-issues in one thread, so
critiques can miss key misconceptions.
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Localize disagreements to single branches
Parallel leaf debates keep latency practical

Bottom-up synthesis yields an auditable final answer



